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Editors’ Overview
The second issue of the International Productivity Monitor for 2022 (No. 43)

includes the second part of our Symposium on Productivity and Well-Being (the
first part was published in the Spring issue, No. 42). A separate introduction to the
second part of the Symposium follows this overview. Below we discuss the other two
articles in the issue.

Following the three articles on produc-
tivity and well-being and a reflection by
John Helliwell, a well-known scholar on the
study of subjective well-being and happi-
ness, this issue includes two other major
articles. The article by Weilin Liu and
Qian Cheng from Nankai University, and
Robin Sickles from Rice University fo-
cuses how an integrated production net-
work across countries, like in the European
Union, can help to optimize the allocation
of resources and thus generate spatial pro-
ductivity spillovers. The authors examine
the impact of technology spillovers, prox-
ied as the indirect effects of domestic and
imported inputs arising from capital and
intermediate goods (backward) linkages to
other (neighbouring) industries, on total
factor productivity (TFP) growth. They
use a spatial time-varying stochastic fron-
tier model that features technological in-
terdependence and heterogeneous produc-
tivity growth at the industry level. To
measure the effects, the authors combine
data on global value chain linkages ob-
tained from input-output tables (based on
from the World Input-Output Database)
with measures of total factor productiv-
ity at the industry level for 10 European
Union member states and, for comparison,
the United States (based on the 2017 EU
KLEMS release). While there is no visi-
ble effect from the indirect use of domestic
or imported capital stock along the supply

chain (due to capital scarcity), the authors
find substantial TFP spillover effects from
the imports of intermediate inputs. On av-
erage about 27 per cent of the spillover em-
bodied in intermediate input has transmit-
ted across borders. Within Europe, Ger-
many offered the most network effects, fol-
lowed by the Netherlands, the Czech Re-
public and Sweden. Hence the authors con-
clude that input-output linkages constitute
an important channel for the transmission
of productivity spillovers.

The second article by Bishwanath
Goldar for the Institute of Economic
Growth in Delhi, India deals with a well-
known conundrum about India’s trade lib-
eralization in the early 1990s. According
to earlier research, this trade liberalization
seems not to have led to an improvement
in TFP growth in the manufacturing sec-
tor during the 1990s compared to the pre-
vious decade. Using several lines of in-
quiry, the author shows that the produc-
tivity growth performance of Indian manu-
facturing was better in the 1990s then has
been assumed so far. First, the author sug-
gests various corrections to the measure-
ment of TFP growth measures. These ad-
justments include an upward revision to the
growth rate of labour input in manufac-
turing during the 1980s, a downward re-
vision in the labour income share during
the 1990s, and correction for the under-
estimation of the impact of rising energy
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prices during the 1990s which had impacted
single-deflated value added negatively. To-
gether, these corrections significantly re-
duce the TFP growth gap for the 1990s
compared to the 1980s. Second, the author
argues that a decline in the effective pro-
tection rate following trade liberalization
may have caused a downward bias in TFP
because of the erosion of the rent compo-
nent in value added. Third, a comparison

of plant-level data for the entire manufac-
turing sector after 1998 confirms the view
that trade liberalization raised productiv-
ity growth, though primarily in large man-
ufacturing plans whereas smaller plants did
not see such gains. Hence the author con-
cludes that the reforms have led to an im-
provement in productivity growth during
the 1990s.
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Introduction to the Symposium
on Productivity and Well-being,
Part II

Andrew Sharpe
Centre for the Study of Living Standards

Dan Sichel
Wellesley College and NBER

Bart van Ark
The Productivity Institute, University of Manchester1

The Spring 2022 issue of International
Productivity Monitor took an important
step to begin exploring linkages between
productivity and well-being with a four-
article symposium. This issue includes a
second part to the symposium with three
articles that further explore these linkages.
All seven articles were presented at an au-
thors’ virtual workshop held November 16-
17, 2021. The editors are very pleased that
this issue of the International Productivity
Monitor also includes a reflection by John
Helliwell who served as a discussant in the
authors’ workshop on measuring and im-
proving productivity when subjective well-
being is the objective. His article provides a
valuable perspective on the state of the lit-
erature on the productivity-well-being link-
ages that are discussed in the symposium

as well as direction for future research.
This introduction provides a synthesis

of the contributions of the three articles
included in this volume. The introduc-
tion to the Spring issue — in addition to
summarizing the articles in that issue —
included a discussion of the background
and motivation of the symposium, organi-
zational process, and key issues related to
the productivity-well-being linkage.

Context for the Articles in this
Volume

As noted in the introduction to the
symposium in the spring issue of the IPM
(Sharpe, Sichel and van Ark, 2022), the
literature on productivity and well-being
linkages both is in its infancy and high-
lights the two-way nature of the rela-

1 Andrew Sharpe is Executive Director of the Ottawa-based Centre for the Study of Living Standards and Found-
ing Editor of the International Productivity Monitor. Bart van Ark is Managing Director of the Productivity
Institute, Professor of Productivity Studies at the Alliance Business School at the University of Manchester
and Editor of the International Productivity Monitor. Dan Sichel is Professor of Economics at Wellesley
College, Research Associate at the National Bureau of Economics Research, Chair of the Advisory Committee
at the Bureau of Economic Analysis, and Guest Editor of the IPM symposium on productivity-well-being
linkages. Emails: andrew.sharpe@csls.ca; bart.vanark@manchester.ac.uk; dsichel@wellesley.edu
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tionship between productivity and well-
being: higher productivity boosting well-
being and higher well-being boosting pro-
ductivity (perhaps through a channel of
happier workers being more productive
workers). The three articles in this sym-
posium make important contributions to
this literature and further highlight the
two-way nature of the linkages. The ar-
ticle by Sarracino and O’Connor focuses
on the contribution of output per person
(and other factors) to well-being, and in
particular the efficiency with which coun-
tries produce subjective well-being (SWB)
given their inputs. The article by Peroni,
Pettinger, and Sarracino examines the role
played by well-being on economic produc-
tivity, while the third article by DiMaria,
Peroni, and Sarracino considers linkages
going in both directions. All contribu-
tors to the three research papers in the
symposium are employed at STATEC Re-
search, the research group at the National
Institute of Statistics and Economic stud-
ies of Luxembourg, known as STATEC.
STATEC Research has become an impor-
tant centre for research on well-being mea-
surement in general and well-being produc-
tivity linkages in particular.

A Measure of Well-being Ef-
ficiency Based on the World
Happiness Report (Sarracino
and O’Connor)

The first article in this symposium
by Francesco Sarracino and Kelsey
O’Connor both from STATEC Research
in Luxembourg extends the literature that
estimates and assesses the efficiency with
which countries translate inputs into sub-

jective well-being (SWB) as measured on
a Cantril Ladder that collects individuals’
responses to a question about their well-
being. As did Legge and Smith (2022) in
the spring symposium, this article valuably
emphasizes that there are potential paths
to boosting SWB beyond just increasing in-
puts. That result seems especially impor-
tant for lower SWB countries with fewer
available inputs, though it also applies to
high SWB countries that could, in princi-
ple, boost SWB by generating it more ef-
fectively.

The key data in the article are from the
2021 edition of the World Happiness Re-
port (Helliwell et al., 2021). As noted, the
measure of SWB relies on a Cantril Lad-
der based on questions in a Gallup World
Poll. The six inputs into SWB used are real
GDP per capita, healthy life expectancy,
social support, freedom of choice, absence
of corruption, and generosity. Efficiency
measures are estimated using Data Envel-
opment Analysis (DEA) applied to a sam-
ple of 126 countries.

DEA is a non-parametric technique that
compares a weighted average of the inputs
listed above to outputs (in this case, the
one output is SWB). The procedure maxi-
mizes the ratio of output to a weighted av-
erage of inputs by choosing the weights on
inputs subject to appropriate constraints.
The resulting efficiency measures provide
a ranking of countries, indicating how ef-
fectively a country transforms inputs into
SWB relative to countries at the frontier
of efficiency in the sample. While this ap-
proach differs from that typically used in
conventional productivity analysis, the key
idea of estimating how effectively inputs
are transformed into outputs is broadly
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analogous to estimating total factor pro-
ductivity (TFP). This article also provides
a useful complement to Legge and Smith
(2022) who use a more conventional pro-
ductivity/capital stocks approach to esti-
mating the efficiency with which SWB is
generated.

Methodologically, this article goes be-
yond existing literature by drawing on
often-cited and publicly available data from
the WHR, covering a wider set of countries,
and decomposing the efficiency measure
into technical and scale efficiency. Techni-
cal efficiency relates to how well a country
uses a given set of inputs. Scale efficiency
is about whether changing the quantity of
inputs is appropriate from a well-being per-
spective. For example, countries facing in-
creasing returns to scale in the production
of SWB are operating below their optimal
scale and would benefit from increasing in-
puts.

Several interesting and provocative re-
sults emerge. First, some basic numbers.
The top 50 per cent of countries have effi-
ciency scores of at least 90 per cent of fron-
tier efficiency, while the bottom 10 per cent
of countries have efficiency scores between
50 and 75 per cent. Looked at another way,
of the 126 countries, 19 are at frontier ef-
ficiency. The other countries have room to
improve either by boosting technical effi-
ciency or by adjusting inputs.

Another important result is that coun-
tries with high subjective well-being rank-
ings (such as the Nordic countries) are not
always the most efficient at translating in-
puts into well-being (only Finland is fully
efficient). Interestingly, Legge and Smith
(2022) found a similar result for Nordic
countries using a different methodology.

An additional result is that well-being
efficiency scores are not correlated with a
TFP-like measure of economic efficiency
(with the latter calculated using either
DEA analysis or conventional TFP estima-
tion). This result highlights that SWB effi-
ciency measures something different than
do TFP-like measures of economic effi-
ciency. The authors push further on this
result, suggesting that “production per
se does not promote well-being.” This in-
terpretation will be controversial in some
quarters, given that, by construction, the
estimation of SWB efficiency has already
accounted for the role of GDP per person
as an input. That being said, the article
provides external validation of its SWB ef-
ficiency measure by demonstrating its cor-
relation with the Happy Planet Index, a
measure that is intended to capture sus-
tainable well-being (Happy Planet Index,
2021).

In terms of policy implications, much
policy advice related to SWB focuses on the
quantity of inputs. This article highlights
the importance of evaluating the efficiency
with which a given set of inputs are utilized
as well. This point is illustrated by a com-
parison of Costa Rica and Germany: In-
deed, Costa Rica and Germany have simi-
lar levels of SWB, but Costa Rica has much
fewer inputs; that is, greater well-being ef-
ficiency for Costa Rica partially offsets a
lower level of inputs.

Turning to more specific policy implica-
tions, the article shows that SWB efficiency
correlates positively with GDP per capita,
social support, and healthy life years at
birth. Of these factors, healthy life years is
the most important, suggesting that invest-
ments in health are likely to boost SWB
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along multiple dimensions.

Productivity Gains from Worker
Well-being in Europe (Peroni,
Pettinger, and Sarracino

While the just-described article by Sar-
racino and O’Connor focuses on well-being
as an output, the second article in the
symposium by Chiara Peroni, Maxime
Pettinger, and Francesco Sarracino, all
from STATEC Research, considers the role
of well-being as an input to productivity.
Specifically, the authors examine the rela-
tionship between well-being in the work-
place and labour productivity in 30 Euro-
pean countries using survey data on work-
ing conditions from 2010 and 2015. Al-
though an extensive literature has explored
these linkages, this article is the first to use
relatively comprehensive data at the indus-
try level.

The analytic framework is a Cobb-
Douglas production function in which to-
tal factor productivity (TFP) depends on
worker well-being (with constant returns to
scale in labour and capital inputs). The
production function is transformed to an
equation for labour productivity, and the
independent variables in the resulting rela-
tionship include a measure of worker well-
being, capital deepening, and a set of
other controls (average age and education
of workers in the industry, proportion of
large firms in the industry, the industry’s
labour share, and average wages by indus-
try and country, and year, country, and
sector fixed effects). The article considers
the relationship in both levels and growth
rates. The growth-rate specification in-
cludes two additional controls: the initial

level of productivity and the change in in-
dustries’ employment shares. The only de-
viation from conventional practice is that,
because industry-level capital stock data
are not available in their data set, the au-
thors use investment per worker as a proxy
for capital deepening.

Data on well-being are from the 2010
and 2015 waves of the European Working
Conditions Survey, a representative sur-
vey of individuals’ working conditions from
which the authors construct two measures
of worker well-being. The first measure
is job satisfaction, constructed from re-
sponses to the question about how satisfied
workers are with their jobs. This measure
is somewhat higher in Western European
countries than in Eastern European coun-
tries, and, within Eastern Europe, satisfac-
tion is higher in the service sector than in
construction or manufacturing.

The second measure, job quality, com-
bines information relating to income and
benefits, working time and work-life bal-
ance, social dialogue, skills development
and training, safety and ethics, and stress
at work. On this measure, scores are
higher in Western European countries than
in Eastern Europe (same pattern as the job
satisfaction measure). Within Western Eu-
ropean countries, job quality in construc-
tion is noticeably below that in manufac-
turing and services. Within Eastern Eu-
ropean countries, job quality is highest in
services and lowest in construction.

The remaining data are from Eurostat’s
Structural Business Statistics, which pro-
vides data at the two-digit industry level.
The survey covers manufacturing, con-
struction and business services, but does
not include agriculture, financial services,
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public administration, and some other non-
market activities. The authors use an-
nual data from 2010 to 2018. In addition
to estimating the levels relationship, the
growth-rate specification considers the ef-
fect of working conditions in 2010 and 2015
on subsequent labour productivity growth.

Starting with the regressions in levels,
the key result is that industries in which
worker well-being is higher — measured ei-
ther by job satisfaction or job quality —
have statistically significant higher levels
of labour productivity. Specifically, as job
satisfaction increases by one unit — it is
measured on a scale from one to four -
labour productivity increases by 5 per cent.
Similarly, in the growth - rate specification,
higher levels of job satisfaction and quality
are associated with higher levels of produc-
tivity growth during the subsequent three
years (with magnitudes depending on the
specification). To gauge the economic im-
portance of these results, the authors scale
their results to show that the effect of job
satisfaction or quality on labour productiv-
ity is sizable relative to the effect of invest-
ment per worker (though again the mag-
nitude of the comparison depends on the
specification).

Another bonus result that will interest
readers who have not delved deeply into
these data is a series of bar charts plot-
ting job satisfaction, job quality, and pro-
ductivity by country and color coding to
highlight differences between Western and
Eastern European countries.

In terms of policy implications, this ar-
ticle provides industry-level evidence that
workplace well-being, in addition to be-
ing intrinsically good, also contributes to
labour productivity; that is, happier work-

ers are more productive workers.

From Economic Productivity to
Productive Well-being: The
Role of Life satisfaction and Ad-
justed Net Savings (DiMaria,
Peroni, Sarracino)

The third and final article in this
symposium by Charles-Henri DiMaria,
Chiara Peroni and Francesco Sarra-
cino, all from STATEC Research, assesses
the linkages between SWB, conventionally-
measured, productivity, and sustainability
for a set of European countries from 2005 to
2018. Their setup uses DEA with a ratio of
a weighted average of outputs in the numer-
ator and a weighted average of inputs in the
denominator. The key innovation of the ar-
ticle is to allow for SWB and sustainability,
as well as real GDP, to be outputs, while
adding SWB to the usual set of inputs.
To the extent that production processes
are delivering environmentally sustainable
well-being, then SWB and sustainability
can plausibly be considered outputs. And,
given prior literature cited by the authors
providing evidence that SWB is important
for productivity (see the just-described ar-
ticle in this symposium as well), SWB also
can plausibly be considered an input.

As noted, the article uses DEA, and the
estimates of weights in the numerator and
denominator indicate which of SWB, sus-
tainability, and real GDP should count as
outputs and which of SWB and the usual
set of inputs should count as inputs for
different countries. The implementation
is flexible in that different countries can
have a different mix of outputs and in-
puts and this mix can change over time.
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For experts on DEA, the authors use the
“output-oriented” approach (rather than
the “input-oriented” approach) on the rea-
sonable assumption that, with SWB as an
input, countries would not choose to reduce
inputs including SWB. The authors also as-
sume constant returns to scale and use a
different definition of SWB to make it fea-
sible to include SWB as both an output and
an input.

For data, the article relies on real GDP
as well as capital and labour measures from
the Penn World Tables for 23 European
countries. SWB is measured based on the
Eurobarometer survey, gauging the frac-
tion of people in each country and in each
year that indicate that they are very satis-
fied with their lives. The article’s measure
of adjusted net savings is computed by the
World Bank and includes “national savings
minus fixed capital consumption plus ed-
ucational expenditures minus depletion of
natural resources and minus damages from
CO2 emissions and particulate emissions.”

This analysis indicates that SWB ap-
pears either as an input or an output for
almost all countries in the sample, confirm-
ing the importance of considering SWB.
Countries where SWB appears as an in-
put include the Nordic countries and some
western countries generally characterized
by high levels of well-being (Denmark,
Sweden, Finland, Luxembourg, Ireland,
Netherlands, United Kingdom, Cyprus,
Turkey, and Poland). The countries where
SWB appears as an output are Eastern Eu-
ropean countries and some western coun-
tries (Estonia, Hungary, Czechia, Slovakia,
Lithuania, Germany, Spain, and France).
Finally, SWB never appears as both an in-
put and an output.

Adjusted net savings appears much less
frequently, with Belgium and Slovenia the
only countries for which this variable ap-
pears as an output most of the time.

The article does some initial investiga-
tion into what distinguishes the countries
for which SWB is an input or an output.
The key finding here is that countries for
which SWB frequently appears as an input
tend to have a large share of their popula-
tion that are very satisfied with their lives.
In addition, the article calculates conven-
tional Malmquist productivity indexes (a
TFP like index) and well-being adjusted
Malmquist indexes for each country. In-
teresting results indicate that growth rates
of the conventional and well-being-adjusted
indexes are far from perfectly correlated,
suggesting that they are conveying differ-
ent information. This outcome, of course,
repeats similar findings in Legge and Smith
(2022) and the first article in this sympo-
sium by Sarracino and O’Connor.

Results in this article provide a provoca-
tive start to thinking about linkages be-
tween productivity and well-being and
whether and why SWB appears as an in-
put or an output. That being said, this ar-
ticle does not provide specific guidance to
policy makers and leaves unanswered ques-
tions for future research, including further
investigation into why SWB appears as an
input or output in different countries.

Take-Aways and Research Di-
rections

The introduction to the symposium in
the Spring issue of the International Pro-
ductivity Monitor included 12 take-aways
that are relevant to the three articles in this
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symposium, and that discussion is not re-
peated here.

Taking a step back, the holy grail for
this literature would be specific policy rec-
ommendations that countries could follow
to boost well-being. Perhaps not surpris-
ingly, the literature is not yet at that point.
(Not surprising given that Development
and Growth Economics often struggle with
providing crisp policy recommendations for
how countries can boost GDP in the long
run and given the challenges of identify-
ing the direction of causality in produc-
tivity and well-being analysis.) Such rec-
ommendations would be especially valuable
given that the ultimate purpose of systems
of production and distribution is to gener-
ate well-being rather than just goods and
services.

The articles in the Spring symposium
and the ones in this volume highlight
once again that SWB matters in impor-
tant ways, which are not captured by GDP.
The articles also highlight some potentially

implementable recommendations such as
the importance of investments in health to
well-being and the importance of worker
well-being to boosting productivity which
in turn should provide a boost to well-
being. In addition, John Helliwell’s closing
remarks in this volume provides valuable
suggestions for future research directions
that could ultimately lead to more specific
policy recommendations.
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A Measure of Well-being
Efficiency Based on the World
Happiness Report

Francesco Sarracino
Kelsey J. O’Connor
STATEC Research1

Abstract

We estimate a measure of well-being efficiency that assesses countries’ ability to trans-

form inputs into subjective well-being (Cantril ladder). We use the six inputs (real GDP

per capita, healthy life expectancy, social support, freedom of choice, absence of corruption,

and generosity) identified in the World Happiness Reports and apply Data Envelopment

Analysis to a sample of 126 countries. Efficiency scores reveal that high ranking subjective

well-being countries, such as the Nordic countries, are not strictly the most efficient ones.

Also, the scores are uncorrelated with a traditional (total factor) measure of economic effi-

ciency. This suggests that the implicit assumption that economic efficiency promotes well-

being is not supported. Subjective well-being efficiency can be improved by changing the

amount (scale) or composition of inputs and their use (technical efficiency). For instance,

countries with lower unemployment, and greater healthy life expectancy and optimism are

more efficient.

Traditional economic thinking elevated
GDP per capita to the single-most im-
portant indicator of quality of life. How-
ever, evidence has accumulated over re-
cent decades that demonstrates economic
growth does not necessarily improve peo-
ple’s lives and, when prioritized and mis-

managed, it may even contribute nega-
tively (Sarracino and O’Connor, 2021 and
forthcoming). This evidence invites us to
expand the focus, from the singular dimen-
sion of economic output towards a more
holistic concept of quality of life. Indeed,
it has now been more than a decade since

1 Franceso Sarracino is a senior economist at STATEC Research and also affiliated with the Global Labour
Organization (GLO). Kelsey O’Connor is an economist at STATEC Research and also affiliated with the
Global Labour Organization (GLO), the Institute for Labour Economics (IZA) and the University of Johan-
nesburg. This article reflects the views of the authors and does not engage in any way STATEC, and funding
partners. The authors wish to thank John Helliwell, Conchita D’Ambrosio, Golnaz Amjadi, Charles Henri
DiMaria, Chiara Peroni, and two anonymous referees for their helpful comments on earlier versions of this
work. The authors gratefully acknowledge the support of the Observatoire de la Competitivite, Ministere de
l’Economie, DG Competitivite, Luxembourg and STATEC. Emails: Francesco.Sarracino@statec.etat.lu and
kelsey.oconnor@statec.etat.lu.
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renowned scholars and international insti-
tutions have called upon us to go “beyond
GDP” to conceptualize and measure well-
being (e.g., Fleurbaey (2009); Stiglitz et
al. (2009)). Which measures could sup-
port such a shift? Which output should be
maximized? We use subjective well-being
(SWB), a single measure summarizing the
many economic and non-economic aspects
of what makes a life worth living. Numer-
ous studies make the case for SWB (e.g.,
Helliwell et al. (2013); OECD (2013)), the
correlates of SWB are well known (see the
World Happiness Reports (WHR)); but too
little is known about how to increase well-
being efficiently, that is, using the fewest
resources. Efficiency analysis is important
to inform decision-makers about how to
use better scarce resources to increase well-
being and more broadly, to steer the debate
towards well-being and its inputs.

Our aim is to provide a measure of sub-
jective well-being efficiency that goes be-
yond income.2 Such a measure has sig-
nificant advantages over traditional eco-
nomic efficiency measures that use eco-
nomic production or GDP as an output.
SWB is a valid and reliable measure of well-
being that reflects more than economic con-
cerns; it captures people’s assesments of
their lives as a whole. SWB is also rele-
vant for extrinsic reasons; greater SWB is
associated with better outcomes of inter-
est such as health, longevity, income, em-
ployment, social behavior, and political be-
haviour (De Neve et al., 2013).

The idea that SWB can be produced

more or less efficiently, and that this
efficiency can be measured is relatively
novel. We apply Data Envelopment Anal-
ysis (DEA), a technique used frequently to
compute economic efficiency, to macro data
from 126 countries to determine whether
it is possible and meaningful to compute
subjective well-being efficiency scores. The
scores can inform policy-makers about how
well their countries transform available re-
sources into SWB, and could help identify
sources of inefficiency. Current SWB pol-
icy advice generally discusses the quantity
of inputs, not how efficiently they are used.
This knowledge is necessary to inform pol-
icy makers seeking to efficiently mobilize
resources to improve well-being.

The article is organized as follows. In
the first section we briefly review the lit-
erature on the determinants of SWB and
clarify our contribution. In section 2 we de-
scribe the data used in the analysis. In sec-
tion 3, we detail the methods adopted. Sec-
tion 4 reports our findings: we first describe
the well-being efficiency scores, then pro-
vide initial explanations of score differences
across countries, compare our scores with
third-party measures of SWB and usual
productivity measures, and lastly, decom-
pose total efficiency scores into technical
and scale efficiency. Section 5 summarizes
three sets of robustness tests and their re-
sults. The last section summarizes our find-
ings, discusses the limitations of present
work, and offers some suggestions about
the usefulness of measures of well-being
productivity.

2 We use the term well-being efficiency interchangeably with subjective well-being efficiency for brevity. We
always refer to subjective well-being when discussing well-being in the text
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Background and Contribution

Much of the economics of happiness lit-
erature has focused on the determinants of
SWB. In the series of World Happiness Re-
ports (WHRs), six factors explain about
three-quarters of the variation in SWB
around the world (real GDP per capita,
healthy life expectancy, having someone to
count on, perceived freedom to make life
choices, perceived absence of corruption,
and generosity) (Helliwell et al., 2013).
The residual quarter is not well explained.
We know certain groups of countries have
higher or lower than expected SWB, given
their observable characteristics – for in-
stance, Latin America and post-communist
states – but not that much is known about
why. Perhaps there are important omitted
variables, or perhaps Latin American coun-
tries are more efficient in transforming their
inputs into well-being? For the purposes of
this article, we rely upon the WHR frame-
work, and focus on differences in well-being
efficiency across countries.

We compare 126 countries based on the
relative efficiency in which they turn in-
puts into SWB. To compute well-being ef-
ficiency, we use as inputs the six deter-
minants of SWB identified in the WHRs,
and Data Envelopment Analysis (DEA).
DEA is a non-parametric frontier technique
that is widely used to compute productive
efficiency and total factor productivity in
management and economic studies (see, for
instance, Lafuente et al. (2016)). Rela-
tive efficiency is then measured as the “dis-

tance” in output from a best-practice fron-
tier (or efficient frontier). This allows us
to identify under-performing countries and
frontier countries.

DEA allows researchers to model pro-
duction activities without the need to spec-
ify the functional form of the production
process; thus, allowing the data to reveal
how different countries combine their in-
puts more or less efficiently to generate
SWB. Typical regression approaches as-
sume inputs are additively separable, and
do not test for interactions or thresholds.
Regression residuals, for Latin America for
instance, mechanically represent an un-
known input that enters additively. On the
other hand, a minimum level of GDP per
capita and healthy life expectancy are plau-
sibly necessary to enjoy social relations;
that is, input importance is non-linear and
co-dependant (Binder and Broekel, 2012).
As specifying a correct functional form
is problematic, parametric methods can
lead to errors including wrongly identifying
countries as efficient (Ravallion, 2005).

DEA emerged as a widely used method
to measure efficiency in various disci-
plines (Emrouznejad and Yang, 2018; Ros-
tamzadeh et al., 2021). It has been applied
to study efficiency across economic sectors
including, for instance, banking, health
care, agriculture, transportation, educa-
tion, energy, the environment, and finance
(Liu et al., 2013). The application of DEA
in well-being research is rather new. Sev-
eral studies used DEA to produce synthetic
indicators of quality of life.3 DEA also

3 See, for instance, Murias et al. (2006), Bernini et al. (2013), Guardiola and Picazo-Tadeo (2014), Mariano et
al. (2015), and Nissi and Sarra (2018).
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helped establishing whether SWB is an in-
put or an output of economic production
(DiMaria et al., 2020 and 2022). The re-
sults indicate that, in most cases, SWB can
be regarded as an input to production, but
it is seldom an output in a sample of Euro-
pean countries.

Closely related to well-being efficiency,
the term “happiness efficiency” was coined
by Binder and Broekel (2012) in a seminal
work about individuals’ ability to convert
resources into SWB in Britain. Cordero et
al. (2017) also assesses individual subjec-
tive well-being efficiency in a sample of 26
OECD countries. Differences are partially
explained by socio-demographic character-
istics, such as gender, age, religiosity, and
marital and parental status, while interna-
tional differences are due more to social ex-
penditures, unemployment rates, and in-
stitutional quality. Carboni and Russu
(2015) used DEA to compute how effi-
ciently Italian regions transform their in-
puts into SWB.

Three studies closely related to this
article assess the cross-country differ-
ences in well-being efficiency (Debnath
and Shankar, 2014; Cordero et al., 2021;
Nikolova and Popova, 2021). Debnath
and Shankar studied how four indicators
of good governance translate into hap-
piness efficiency using DEA in a cross-
sectional dataset comprised of 130 coun-
tries. Cordero et al. and Nikolova and
Popova both studied country efficiency in
transforming a set of inputs (income, edu-
cation, and health) into SWB using similar
but distinct approaches to DEA. Cordero et
al. used a novel method (stochastic semi-
nonparametric envelopment of data) on a
sample of 82 counties over time, and found

greater SWB efficiency was associated with
higher social expenditures, civil liberties,
and quality of government, and lower un-
employment and inequalities. Nikolova and
Popova used a partial frontier approach
and panel data for 91 countries. Similar
to Cordero et al., they found greater SWB
efficiency was associated with greater social
support, freedom, and the rule of law and
negatively associated with unemployment
and involuntary part-time employment.

A limitation of these studies is the choice
of SWB inputs and the contextual variables
that might affect the production process.
Cordero et al. and Nikolova and Popova
use the same inputs and similar but dis-
tinct contextual variables, e.g. gender and
income inequality and labour market char-
acteristics beyond unemployment. It is not
clear, however, why the contextual vari-
ables are not also inputs. Unemployment,
for instance, has one of the most robust re-
lationships with SWB (Clark, 2018). Un-
employment directly affects income (one of
the SWB inputs) and personality (Clark et
al., 2001). The aggregate variables, per-
taining to inequality and governance, also
directly affect SWB, for instance, through
perceived fairness (Oishi et al., 2011) and
procedural utility (Frey and Stutzer, 2010).
Indeed, Debnath and Shankar (2014) used
quality of governance as an input, not as a
contextual variable.

Our main contribution with respect to
these works is to introduce a measure
of subjective well-being efficiency that is
based upon the commonly accepted and of-
ten cited WHR subjective well-being equa-
tion (Helliwell et al., 2013), which uses the
Cantril Ladder to measure SWB and the
six inputs mentioned above. This aspect is
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not trivial as we need an agreed upon yard-
stick to select which output and inputs to
consider. The WHRs provides an authori-
tative reference to measure well-being and
select the inputs. The WHR inputs cover
two (GDP and health) of the three used
by Cordero et al. (2021) and Nikolova and
Popova (2021), education is left out. Two
of the other WHR inputs cover social char-
acteristics that are often related to social
capital (having someone to count on, and
generosity), which is in turn strongly re-
lated to SWB (see Helliwell et al. (2009)
for an explanation and evidence). The last
two inputs pertain to important aspects of
the societal and institutional context (free-
dom to make life choices, and absence from
corruption). For an explanation of the in-
puts, see Layard et al. (2012). We also
test the robustness of the WHR framework
for estimating well-being efficiency and find
our results are not sensitive to the exclu-
sion or inclusion of particular well-being in-
puts, such as GDP, education, and unem-
ployment.

The WHRs also make their data freely
available to the public, which makes it
easy for researchers to apply and expand
upon the procedure developed here. Their
data also cover a broader range of countries
than in similar papers, except Debnath and
Shankar (2014).

Another contribution of this article is to
decompose efficiency scores into technical
and scale efficiency (previously only con-
duced by Debnath and Shankar (2014)),
which provides finer information about how
to improve efficiency. Technical efficiency
pertains to how a country uses their in-
puts. As an example, one can imagine a
country that spends its GDP on aspects

that are not strongly associated with aggre-
gate SWB (e.g., positional consumption).
Low efficiency may also occur when health
is poor because poor health makes it diffi-
cult to enjoy other factors. Likewise, gov-
ernment programs are less efficient in the
presence of corruption. On the other hand,
scale efficiency pertains to the quantity of
inputs. Our results indicate that most
countries have too few inputs. Expanding
the amount of inputs would increase SWB
directly and increase the benefits derived
from existing inputs.

We also assess the relationships between
the inputs and well-being efficiency. It is
clear that various levels of inputs affect ef-
ficiency, but it is not always clear how. The
correlations we obtain between inputs and
well-being efficiency can reveal likely factor
complementarities or inefficient scale use
due to one particular input or another. For
instance, as suggested above, health and
corruption are likely to affect SWB directly
and also technical efficiency.

Finally, we contrast our measures of
well-being efficiency with measures of eco-
nomic efficiency and of sustainable well-
being. It is taken for granted that pro-
moting economic efficiency is a good thing.
Seldom is it asked, to what end. The
implicit assumption is that economic ef-
ficiency contributes to economic growth,
thus paving the road to better lives. We
test this assumption by checking whether
well-being efficiency correlates with eco-
nomic efficiency (calculated using GDP,
capital, and labour), and find they are not
correlated. Countries that are economi-
cally more efficient are not better able to
convert resources into well-being. We also
correlate well-being efficiency with a mea-
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sure of sustainable well-being, the Happy
Planet Index, to assess the validity of our
measure, and find a strong positive corre-
lation.

Illustrative findings

The ranking based on well-being effi-
ciency scores reveals sometimes surprising
success stories. The typically high ranking
SWB countries, such as the Nordics, are
not strictly the most efficient in transform-
ing inputs into well-being. The most effi-
cient countries include Finland, but also,
Algeria, Belgium, Italy, Costa Rica, Slo-
vakia, and Switzerland for a total of 19
fully efficient countries out of 126. The re-
sults also reveal the countries that could
improve, such as India, Afghanistan, Tan-
zania and Zimbabwe. In general, well-
being efficiency scores are correlated with
the level of SWB – e.g. Zimbabwe expe-
riences the lowest efficiency and SWB –
but there are contrasting examples. Esto-
nia and Hungary report a similar level of
SWB, but the latter is more efficient. In
general, high (or low) efficiency, does not
necessarily mean high (or low) well-being.
A country’s inputs may be too low even
when efficiently used to yield high subjec-
tive well-being. Both inputs and efficiency
matter.

The input correlation analysis reveals
GDP per capita, social support, and
healthy life years correlate positively and
significantly with well-being efficiency, in

particular health, according to subsequent
regression analysis. As expected, popula-
tions with better health are indeed better
able to exploit their inputs. This result im-
plies, policy makers should consider invest-
ing in health, not only for the direct ben-
efits it brings for SWB, but also for the
indirect effects that result from a more ef-
ficient use of inputs. On the other hand,
perceived corruption was not correlated to
well-being efficiency as expected. Among
the wider list of variables, we find more op-
timistic and fully employed populations are
more well-being efficient.

Data

Aggregate SWB data are available for
approximately 150 countries in the WHRs.
The particular measure of SWB is the
Cantril Ladder obtained from the Gallup
World Poll, which is similar to life satis-
faction.4 We use the data from the most
recent report, released in 2021 (Helliwell et
al., 2021). The WHRs also provide data on
the six inputs, which in turn originate from
various sources: GDP per capita (constant
2017 international dollars, converted in log-
arithm) is drawn from the World Develop-
ment Indicators. Healthy life expectancy
at birth (HALE) is from the World Health
Organization’s Global Health Observatory
data.

The four remaining variables are based
on survey questions from the Gallup World
Poll: social support (or having someone to

4 Cantril Ladder scores are determined by responses to the question: "Please imagine a ladder, with steps num-
bered from 0 at the bottom to 10 at the top. The top of the ladder represents the best possible life for you
and the bottom of the ladder represents the worst possible life for you. On which step of the ladder would
you say you personally feel you stand at this time?"
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Table 1: Descriptive Statistics on the Determinants of
Subjective Well-Being

Variable mean sd min max

Cantril ladder 5.56 1.13 2.38 7.78
GDP per capita PPP US$ 2011 9.42 1.15 6.97 11.65
Social support (x 10) 8.11 1.22 4.200 9.64
Healthy life expectancy at birth 64.89 6.87 48.70 77.10
Freedom of choice (x 10) 7.94 1.18 3.85 9.70
Generosity (x 10) 2.68 1.53 0.00 8.50
Absence of corruption (x 10) 2.76 1.88 0.37 9.30

Note: The number of countries is 126.
Source: Authors’ compilations

count on in times of trouble) is the na-
tional share of people answering positively
to the question: “if you were in trouble, do
you have relatives or friends you can count
on to help you whenever you need them,
or not?”; freedom of choice is the national
share of people answering positively to the
question: “are you satisfied or dissatisfied
with your freedom to choose what you do
with your life?”; absence of corruption is
the negative of the average of the national
shares of people answering positively to two
questions: first, “is corruption widespread
throughout the government or not?”, and
second, “is corruption widespread within
businesses or not?” Whenever data for gov-
ernment corruption are missing, only the
perception of business corruption is used.

Finally, generosity is the residual of re-
gressing the national average of responses
to the question “have you donated money
to a charity in the past month?” on GDP
per capita. Therefore, it reflects people’s
generosity independently from the wealth
of the country they reside in. Being a
residual, generosity takes both positive and
negative values. However, the DEA model
that we use can not handle negative val-
ues. Therefore, we transformed generosity
by subtracting from each score the mini-
mum value of generosity. This transfor-
mation shifts the variable to start on zero

without altering the original scale of the
variable. The variables social support, free-
dom of choice, generosity, and absence of
corruption were also multiplied by ten to
produce a greater harmonization of scales
across inputs.

Table 1 provides summary statistics for
the variables included in the present study.
Our final sample consists of 126 countries
with complete information on inputs and
output.

Methodology

To compute well-being efficiency, we
use Data Envelopment Analysis (DEA),
a technique that uses non-parametric lin-
ear programming to measure the rela-
tive performance of a group of organi-
zational units, such as countries. Com-
pared to other methods to compute effi-
ciency, such as stochastic frontier analy-
sis or ratio analysis, DEA requires no spe-
cific functional form, accommodates multi-
ple inputs, and is not affected by problems
of multicollinearity and heteroscedasticity
(Tigga and Mishra, 2015). The aim of DEA
models is generally to compute an envel-
opment, best practice, or efficient frontier
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such that all countries lie on or below it.5

Countries located on the frontier receive
an efficiency score equal to 1 and are re-
garded as efficient units. Countries located
below the frontier receive a score relative to
their distance from the frontier. The fur-
ther they are, the lower the score, and less
efficient they are considered.

Charnes et al. (1978) define efficiency
as: “the maximum of a ratio of weighted
outputs to weighted inputs subject that
the similar ratios for every decision making
unit be less or equal to unity”. Efficiency
can be described as follows:

TEk = Σs
r=1uryrk

Σm
i=1vixik

(1)

where
TEk is the technical efficiency of coun-

try k using m inputs to produce s outputs;
yrk is the quantity of output r produced by
country k; xik is the quantity of input i used
by country k; ur is the weight of output r;
vi is the weight of input i; n is the num-
ber of countries included in the analysis; s
is the number of outputs (in present case,
SWB) and m is the number of inputs.

Efficiency of country k is maximized sub-
ject to the following constraints: first, the
weights applied to inputs and output of
country k cannot generate an efficiency
score greater than unity (see equation 2);
second, the weights are strictly positive (see
equation 3).

Σs
r=1uryrk

Σm
i=1vixik

≤ 1 j = 1, ..., n (2)

ur, vi > 0 ∀r = 1, ..., s : i = 1, ..., m

(3)
We assume that the aim of a country is

to maximize output, i.e. SWB, given the
available level of inputs. Thus, we solve
the linear program above using the output-
orientated DEA model.

We estimate total well-being efficiency
and its two components: technical and
scale efficiency. Total efficiency is also
known as constant returns to scale tech-
nical efficiency. A common assumption in
DEA models is that decision making units
operate under constant returns to scale
(CRS) (Charnes et al., 1978), i.e. increas-
ing inputs yield a proportional increase in
the output. As a result, differences in con-
stant returns to scale technical efficiency
can be due to differences in technical ef-
ficiency and scale. To estimate ‘pure’ tech-
nical efficiency we allow countries to oper-
ate under variable returns to scale (VRS)
(Banker et al., 1984) and various levels of
scale efficiency (SE). The VRS model pro-
duces measures of TE – known as vari-
able returns to scale technical efficiency
(VRSTE) – that are not confounded by
scale efficiencies (Coelli et al., 2005), and
estimates of scale efficiency.

The primary equation of the output-
orientated VRS model is as follows:

minimize Σm
i=1vixik − ck (4)

where ck is a measure of returns to scale
for country k.

5 The two basic models are the CCR model (Charnes et al., 1978) and the BCC model (Banker et al., 1984).
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Chart 1: Distribution of well-being efficiency around the world

Note: The chart shows efficiency scores. Countries receive a score ranging from 0 to 1,where higher scores
indicate higher efficiency.
Source: authors’ own elaboration on data sourced from WHR 2021

Subject to:

Σm
i=1vixij − Σs

r=1uryrj − ck ≥ 0

j = 1, ..., n

(5)

Σs
r=1uryrk = 1 (6)

ur, vi, ck > 0 ∀r = 1, ..., s : i = 1, ..., m

(7)
Comparing countries against a common

frontier of best-practices is possible un-
der the assumption that countries have
similar “production technologies” to trans-
form resources into SWB. It is difficult to
test this assumption. Studies using var-
ious sources of data showed that happi-
ness equations are strikingly similar across
country types and country histories (Helli-
well et al., 2009; Powdthavee, 2010; Sarra-
cino, 2013). This evidence lends support to
the assumption that production technolo-

gies of well-being are internationally com-
parable. However, as the research on the
comparability of reported well-being across
countries is still growing, future research
should assess whether differences in pro-
duction technologies exist, and how impor-
tant they are in determining well-being ef-
ficiency scores.

Findings

Well-being Efficiency Around the
World

Efficiency scores indicate that 19 of the
126 considered countries are fully efficient;
another 13 are 97.5 per cent or more effi-
cient. The distribution of efficiency scores
is presented in Chart 1, and detailed by
country in the Appendix Table at the
end of the article. Altogether, more than
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Chart 2: Relation between Well-being Efficiency and Well-being

Note: The chart shows efficiency scores. Countries receive a score ranging from 0 to 1, where higher scores
indicate higher efficiency. Countries are labeled with ISO3 codes, included in the Appendix Table 1.
Source: authors’ own elaboration on data sourced from WHR 2021

half of the countries (81) are at least 90
per cent efficient, which might suggest we
should not worry about efficiency. How-
ever, Cameroon – which is 90 per cent
efficient – obtains 10 per cent less SWB
from its inputs compared to a fully efficient
country, and the remaining countries ben-
efit even less. The least efficient country in
our list is Zimbabwe, which is 50 per cent
efficient. Increasing efficiency from 50 per
cent to 75 per cent would have an effect
on SWB comparable to increasing inputs
by 50 per cent, ceteris paribus. Such low-
efficiency countries need to critically assess
how they use their inputs.

Well-being efficiency scores correlate
positively with levels of well-being. How-
ever, the rankings of the two variables are
distinct. Chart 2 shows that more efficient
countries report higher SWB, but there

are many exceptions. Lebanon (LBN) and
Spain (ESP) are both 93 per cent effi-
cient, but Spain reports nearly 2.5 more
Cantril Ladder points. Efficiency matters,
but Lebanon has lower inputs across the
board (as shown in the Appendix Table).
The Nordic countries report high Cantril
Ladder scores, but they also have high in-
puts. They could score even higher SWB
if they were more efficient. Among them,
only Finland is fully efficient.

The data indicate efficiency can at
least partially make up for low inputs.
For instance, Germany (DEU) is only
slightly happier than Costa Rica (CRI)
even though Germany has a GDP per
capita of more than two times that of Costa
Rica’s, and greater values for each of the
other inputs except social support and free-
dom of choice.
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Chart 3: Relation between Well-being Efficiency and Subjective Well-being

Note: The chart shows average efficiency scores by regions. Countries receive a score ranging from 0 to 1, where
higher scores indicate higher efficiency.
Source: authors’ own elaboration on data sourced from WHR 2021

Post-communist countries rank often
among the least happy countries in Europe,
whereas Latin American countries score
frequently high in the international ranking
of well-being (Helliwell et al., 2021). These
stylized facts are often based on regressions
of life satisfaction on common macro con-
trols and region dummies, which are nega-
tive for post-communist countries and pos-
itive for Latin American countries. Such
dummy variables are analytically distinct
from efficiency. Yet, they may still re-
flect the differences in efficiency across re-
gions, which yields the question: are Latin
American countries more efficient and post-
communist countries less efficient? The
results indicate that the above-mentioned
stylized facts may be due in part to differ-
ences in efficiency across countries. Chart
3 indicates that Former Communist coun-

tries (identified in the Appendix Table) do
indeed exhibit lower efficiency than the Eu-
ropean, other Developed Countries, and
Latin American countries. They are, how-
ever, at least as efficient as the three least
happy groups. In the Latin American case,
the results are consistent with expecta-
tions. They are among the most efficient,
though not quite as high as European coun-
tries.

The region with the lowest average
Cantril Ladder score, Sub Saharan Africa,
is not the least efficient. This indicates
that, as expected, this region has low in-
puts as well. The least efficient set of coun-
tries are in East and South Asia.6 The
range, however, is fairly broad within re-
gions: East and South Asia include low ef-
ficiency countries such as Afghanistan and
India, but also the highly efficient countries

6 The region for each country is given in the Appendix Table.
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Table 2: Correlates of Total Efficiency

Cantril
Ladder

Residual Total
Effi-
ciency

GDP
per
capita

Social
Support

HLE Freedom
of Choice

Generosity Corruption
(absence)

Residual 0.51 1.00
p-value 0.00
Total Efficiency 0.75 0.80 1.00
p-value 0.00 0.00
GDP per capita 0.76 0.00 0.39 1.00
p-value 0.00 1.00 0.00
Social Support 0.75 0.00 0.41 0.78 1.00
p-value 0.00 1.00 0.00 0.00
HLE at Birth 0.77 0.00 0.44 0.86 0.70 1.00
p-value 0.00 1.00 0.00 0.00 0.00
Freedom of Choice 0.57 0.00 0.13 0.40 0.42 0.46 1.00
p-value 0.00 1.00 0.14 0.00 0.00 0.00
Generosity 0.00 0.00 -0.14 -0.21 -0.10 -0.16 0.16 1.00
p-value 0.98 1.00 0.11 0.02 0.28 0.08 0.07
Corruption (absence) 0.44 0.00 0.08 0.35 0.22 0.37 0.44 0.22 1.00
p-value 0.00 1.00 0.39 0.00 0.01 0.00 0.00 0.01

Source: authors’ own elaboration on data sourced from WHR 2021

such as Thailand and Nepal.

The Correlates of Well-being Effi-
ciency

The previous section shows how well-
being efficiency varies around the world,
which countries are doing well, and which
could do better, but not how to improve ef-
ficiency. If well-being is taken to be at least
as important as economic production, then
the well-being efficiency scores are valuable
in their own right, as in the traditional pro-
ductivity literature. In this section, we pro-
vide some initial exploration of the corre-
lates of well-being efficiency. We use the
same inputs to well-being as potential con-
textual variables that affect efficiency. This
was done because we believe the variables
represent inputs, as discussed in the intro-
duction, and contextual variables. Health,
for instance, will affect the efficiency in
which other inputs can be used.

Simple bivariate correlations indicate
GDP per capita, social support, and

healthy life expectancy at birth are each
correlated to well-being efficiency at about
40 per cent, as presented in Table 2. On the
other hand, freedom of choice, generosity,
and the absence of corruption are uncorre-
lated with efficiency. An additional vari-
able, Resid, is also included, which we will
address in the next section

The correlations suggest that increasing
GDP per capita, social support, or healthy
life expectancy would increase well-being
directly (as direct inputs to well-being),
but also through greater well-being effi-
ciency. This is probably because a certain
amount of economic development (GDP
per capita) is necessary to enjoy other in-
puts, such as freedom of choice, for in-
stance. Greater social support can also
improve the effectiveness of one’s inputs –
having close friends and family can enhance
positive activities (e.g., social) and miti-
gate negative ones (e.g., economic hard-
ship). Likewise, better health improves ev-
erything from non-economic activities to
productivity in wage-work (Strauss, 1986).
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It is a bit surprising that the absence
of corruption is not correlated with effi-
ciency. Corruption has many pernicious ef-
fects (Bardhan, 1997), and likely reduces
the effectiveness of government programs
and diminishes trust at all levels in society.

Table 2 also reveals a significant amount
of correlation between the inputs, espe-
cially between GDP per capita, social sup-
port, and healthy life expectancy. Many
of the correlations across inputs are sta-
tistically significant and positive, except
generosity. Generosity is negatively cor-
related with GDP per capita and healthy
life expectancy; however, this is due to the
method in which generosity is calculated,
as discussed earlier.

Regressions are necessary to separate out
the influence of one input from that of the
others. In the following, we perform regres-
sions of well-being efficiency on the inputs
and additional variables that plausibly af-
fect efficiency. The additional variables we
consider include: the unemployment rate
(World Development Indicators); quality of
governance (Worldwide Governance Indi-
cators); social expenditures as a percent of
GDP (ILO), which serves as a proxy for
the generosity of the welfare state when
also including the population dependency
ratio (O’Connor, 2017); the Gini coeffi-
cient (Standardized World Income Inequal-
ity Database); optimism (Gallup World
Polls); and years of education (Barro et al.,
2021).

Unemployment affects subjective well-
being directly, but can also have lasting
effects on personality (Clark et al., 2001).
The quality of governance was found to
be important for well-being (Helliwell and
Huang (2008); Helliwell et al. (2018);

Nikolova and Popova (2021)). The gen-
erosity of the welfare state covers a simi-
lar concept, but one that more immediately
affects individuals’ well-being (O’Connor,
2017). Income inequality, measured using
the Gini coefficient, proxies for the distri-
bution of inputs in a country, which may
influence the effectiveness of outputs (e.g.
through diminishing returns) and individ-
uals’ feelings of fairness and trust (Oishi
et al., 2011). Optimism reflects one char-
acteristic that affects how people perceive
the world and respond to different inputs.
Likewise, education also affects how indi-
viduals perceive the world.

The results reveal healthy life ex-
pectancy is the most important input (as
presented in Table 3). It is positively
and statistically associated with total ef-
ficiency, which is consistent with the cor-
relation analysis. The full set of inputs
explains about 23 per cent of the varia-
tion in efficiency. However, only social sup-
port, healthy life expectancy, and freedom
of choice are necessary to explain 22 per
cent of the variation. Due to the collineari-
ties in inputs, we sequentially dropped the
variable with the lowest t-stat to arrive at
the model in column 2, which maintains all
variables with a t-stat above 1. Through
this process, GDP per capita and the ab-
sence of corruption are dropped – two vari-
ables that intuitively support well-being ef-
ficiency. Somewhat surprisingly, only one
input is correlated with efficiency when si-
multaneously accounting for the other vari-
ables.

Three of the added variables help to
explain well-being efficiency. Countries
with greater unemployment are less effi-
cient. This is consistent with the find-
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Table 3: Regressions of Total Efficiency on Well-being Inputs and Additional Variables

(1) (2) (3) (4) (5) (6) (7) (8)

ln(GDPpc) -0.014 -0.012 -0.022 -0.008 -0.015 -0.011 0.013
(0.020) (0.019) (0.019) (0.021) (0.020) (0.020) (0.030)

Social Support 0.022 0.018 0.022 0.023 0.019 0.02 0.018 0.028
(0.016) (0.012) (0.015) (0.015) (0.015) (0.015) (0.014) (0.017)

HLE at Birth 0.006** 0.005*** 0.006** 0.006** 0.006** 0.005** 0.008*** 0.009***
(0.003) (0.002) (0.002) (0.003) (0.003) (0.003) (0.002) (0.003)

Freedom of Choice -0.008 -0.01 -0.01 -0.009 -0.006 -0.004 -0.032*** -0.008
(0.008) (0.008) (0.009) (0.008) (0.009) (0.009) (0.009) (0.011)

Generosity -0.004 -0.007 -0.004 -0.006 -0.005 -0.012** -0.006
(0.005) (0.006) (0.005) (0.006) (0.005) (0.005) (0.006)

Corruption (absence) -0.002 -0.001 -0.003 -0.004 -0.004 -0.003 -0.004
(0.005) (0.005) (0.005) (0.005) (0.005) (0.005) (0.006)

Unempl. Rate -0.003* -0.002
(0.001) (0.002)

Qual. Of Gov. 0.015
(0.013)

Social Exp. 0.001
(0.001)

Pop. Dep. Ratio 0.003
(0.002)

Gini -0.002
(0.001)

Optimism 0.004***
(0.001)

Years of School -0.020**
(0.008)

Constant 0.531*** 0.522*** 0.595*** 0.621*** 0.386 0.681*** 0.453*** 0.254
(0.107) (0.090) (0.123) (0.145) (0.247) (0.147) (0.103) (0.184)

Observations 126 126 126 126 120 126 126 111
R-Squared 0.231 0.221 0.249 0.236 0.269 0.25 0.351 0.303
Adj. R-Squared 0.192 0.202 0.204 0.19 0.209 0.205 0.312 0.256

Note: robust standard errors in parentheses. * p < 0.1, ** p < 0.05, *** p < 0.01

Source: authors’ own elaboration on data sourced from WHR 2021.

ings by Binder and Broekel (2012). Full
employment should benefit well-being di-
rectly and also through efficiency. More op-
timistic populations are also more efficient.
Again this result is plausible – for instance,
optimistic people live longer (O’Connor
and Graham, 2019) and respond to ad-
verse shocks better (e.g. they recover from
surgery quicker (Mahler and Kulik, 2000)).
However, countries with more highly edu-
cated people have less well-being efficiency
(controlling for the other inputs, which
may act as mediators, i.e. GDP per capita
and healthy life expectancy).This result is
surprising. However, it is worth noting
that the direct relation between education
and subjective well-being when similarly
accounting for mediating variables is am-

biguous in the literature. The other vari-
ables are statistically insignificant. It is not
too surprising that the quality of govern-
ment or social expenditures are insignifi-
cant when similar inputs are already in-
cluded (i.e. the absence of corruption and
social support). The Gini coefficient, al-
though not statistically significant, shows
the anticipated negative sign.

The definition of well-being efficiency
can lead to some counter-intuitive relations
at first glance. Each of the inputs inher-
ently have positive and negative effects on
efficiency, because they affect the output
and comprise the inputs. If we think of
efficiency as a simple ratio, then for an in-
put to have a positive relationship with ef-
ficiency, it needs to have a greater effect
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on the numerator than the denominator.
This aspect may explain why two of the
inputs, freedom of choice and generosity,
become statistically and negatively related
to efficiency when optimism is added. It
is plausible that optimism, which is highly
correlated with both inputs (at 60 per cent
and 40 per cent respectively), picked up the
positive associations between freedom of
choice and generosity with the Cantril Lad-
der. If so, then their positive effects on the
efficiency numerator are attenuated, while
still affecting the denominator. Inputs that
have little benefit reduce efficiency.

Altogether, the results indicate govern-
ments should invest in healthy life ex-
pectancy, reduce unemployment, and pro-
mote optimism, not only for their direct
benefits on subjective well-being but also
because of their effects on well-being effi-
ciency. A healthier, more optimistic, and
fully employed7 population seemingly bet-
ter mobilizes the inputs at their disposal.

Measurement and Validity of Well-
being Efficiency

We investigate whether well-being effi-
ciency correlates meaningfully with both
economic efficiency and a measure of sus-
tainable well-being, and then clarify its dif-
ference from regression residuals. These
tests allow us to shed some light on the rela-
tionship between economic and well-being
efficiency, and to check the validity of our

measure.
Economic efficiency attracts much at-

tention based on the assumption that ef-
ficient economic production leads to better
lives.8 Is this actually the case? The cor-
relation between well-being efficiency and
a standard measure of economic efficiency
reveals that the two measures are not sta-
tistically related. Chart 4 plots well-being
efficiency (on the x axis) against economic
efficiency (on the y axis). The Pearson cor-
relation test reveals that the two measures
are not correlated, yielding a correlation
coefficient of 0.02, with a p-value = 0.80.
Consistent with the view that the quality
of growth matters for well-being (Helliwell,
2016), countries that are better equipped to
transform capital and labour into GDP are
not necessarily better equipped to trans-
form their resources into well-being.

Our measure of economic efficiency was
calculated by applying DEA to measures
of input and output issued from the Penn
World Tables v. 10 (Feenstra et al., 2015).
We use real GDP at constant 2017 na-
tional prices (in mil. 2017US$) as a mea-
sure of output; capital stock at constant
2017 national prices (in mil. 2017US$), and
number of persons engaged in production
(in millions) as measures of inputs. The
present results do not change if we replace
our measure of economic efficiency with to-
tal factor productivity (coeff. = 0.10, p-
value = 0.34, N = 90), as computed in the

7 Among those seeking employment.

8 There is now considerable evidence that economic growth per se does not lead to lasting improvements in
subjective well-being. Prominent explanations include social comparison and adaptation - income benefits are
positional and short lived as people compare with others and adjust their expectations over time (Easterlin
and O’Connor, 2022); others include social capital and income inequality (Mikucka et al., 2017). GDP growth
may erode social capital, a key ingredient to well-being (Sarracino and Mikucka, 2019).
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Chart 4: Correlation between Well-being Efficiency and Economic Efficiency Scores

Note: the chart shows efficiency scores. Countries receive a score ranging from 0 to 1, where higher scores
indicate higher efficiency.
Source: authors’ own elaboration of data sourced from WHR 2021 and PWT v.10

Penn World Tables.9

From the subjective well-being litera-
ture, there are two measures that might be
considered similar to well-being efficiency:
residuals from well-being equations, and
the Happy Planet Index. We first address
the Happy Planet Index and then residuals.

Well-being Efficiency Compared to
the Happy Planet Index

The Happy Planet Index (HPI) was in-
troduced by the New Economics Founda-
tion (NEF) in 2006 to represent sustain-
able well-being or in other words, ecologi-

cal efficiency at supporting well-being. It
is analogous to well-being efficiency, and
as such, can be contrasted with our well-
being efficiency scores to assess their va-
lidity. Stated simply, the HPI is happy
life years per unit of environmental input.
More specifically, it can be approximated
by life expectancy multiplied by the Cantril
ladder, and divided by the ecological foot-
print (Happy Planet Index, 2021). Accord-
ing to the authors, the HPI can be regarded
as a measure of efficiency as the numerator
is an output, and the denominator includes
the inputs provided by the natural envi-
ronment. It thus measures efficiency as a

9 We computed our own measure of economic efficiency because TFP is available for 90 countries in our sample.
Our measure of economic efficiency correlates with TFP at 20 per cent, significant at 0.027, N = 118.
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Chart 5: Correlation between Well-being Efficiency and the Happy Planet Index

Note: the chart shows well-being efficiency scores and the Happy Planet Index. Countries receive an efficiency
score ranging from 0 to 1, where higher scores indicate higher efficiency. The Happy Planet Index ranges from
0-100, where higher scores represent higher sustainable well-being.
Source: authors’ own elaboration of data sourced from WHR 2021 and HPI 2021.

function of different inputs than those used
in the present analysis, but nonetheless the
concepts are similar. HPI data are freely
available online and cover a broad sample
of countries in recent years.10

Chart 5 shows the correlation between
our measure of well-being efficiency (on
the x axis) and the HPI (on the y axis).
Higher efficiency scores correlate positively
(0.54) and significantly (p-value = 0.00)
with the HPI, which indicates that our
measure of well-being efficiency correlates
meaningfully with a third party measure of
sustainable well-being. This result is only
in part driven by the fact that both mea-
sures share the same output (HPI uses the

Cantril Ladder from 2019 and multiplies it
by life expectancy). To test the robustness
of our finding, we ran a simple OLS regres-
sion of well-being efficiency on the Cantril
ladder and the HPI. Results confirm the
statistically significant association between
our measure of efficiency and the HPI (Ta-
ble 4). This finding lends some support to
the hypothesis that our measure of well-
being efficiency is valid.

Well-Being Efficiency Compared to
Well-being Residuals

If we regress Cantril ladder over the
set of inputs, residuals represent well-being

10 https://happyplanetindex.org/hpi/
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Table 4: Association between the Happy Planet Index and
Total Inefficiency Controlling for the Cantril Ladder

Happy Planet Index
without Cantril ladder with Cantril ladder

well-being efficiency 0.522*** (8.46) 0.202** (2.45)
Cantril ladder 0.421*** (4.23)
Constant 0.122 (1.64) 0.113 (1.62)

Observations 123 123
R-squared 0.292 0.373
Adj. R-squared 0.287 0.362

Note: p < 0.1, p < 0.05, p < 0.01. The table reports the coefficients of
standardized variables for ease of comparison.
Source: authors’ own elaboration. Data sourced from WHR 2021 and HPI
2021

that is unexplained by a country’s set
of inputs. Residuals are not necessar-
ily independent and identically distributed
(iid). For instance, the average residual in
Latin America is typically positive, while
it is negative in post-communist countries.
This is why residuals can be interpreted
as region dummies to represent something
more than an error term, such as the in-
fluence of culture. Mechanically, they ad-
just the level of subjective well-being that
is predicted by the inputs, and in this way,
they might be interpreted like well-being
efficiency.

Residuals are distinct from efficiency for
many reasons. First, by definition, resid-
uals are unrelated to the inputs, which
is not true of efficiency (due to diminish-
ing returns or factor complementarities for
instance). Empirically, the residuals ob-
tained from the standard WHR regression,
presented in column 1 of Table 5, are uncor-
related by definition with the inputs (also
shown in Table 2); this is important, be-
cause it means it would not be possible to
conduct the analysis in the previous sec-
tions using residuals.

Second, residuals augment the well-
being function in an additively separable
form, while efficiency does not: it augments
the influence of the inputs. As such, ef-

ficiency corresponds more closely with re-
gression coefficients, although the two re-
main distinct both in theory and in prac-
tice. In theory, coefficients cannot be in-
terpreted like efficiency as they reflect a
range of influences, including preferences
for instance. In practice, estimating coeffi-
cients by country requires additional data.
In contrast, DEA is used across numerous
fields to estimate efficiency scores that are
economically interpretable.

Moreover, the non-parametric approach
of DEA is particularly useful when it
is not clear what functional form should
be used to estimate subjective well-being.
For instance, subjective well-being is non-
linear with respect to age (Morgan and
O’Connor, 2017) and relates more closely
to log income than absolute income (Veen-
hoven, 1991; Easterlin, 2015). We also
know some variables interact with each
other, as either mediators or moderators.
Misspecifying a regression model could lead
to bias in the coefficients. In the present
case, Table 2 shows our inputs are strongly
correlated with each other. DEA allows us
to overcome the limits of parametric meth-
ods by allowing inputs to interact with each
other and to relate to the output in nonlin-
ear ways.

To illustrate the benefits of a non-
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parametric approach we augment the tradi-
tional subjective well-being regression with
sets of interaction terms, which allow the
inputs to interact with each other in re-
lation to subjective well-being. This ad-
justment increases the model’s explanatory
power by 6 percentage points, changes the
magnitude and significance of the marginal
effects, and changes the residuals.

The model in column 1 of Table 5 repli-
cates the traditional approach found in the
literature using the same data used to es-
timate efficiency. In contrast to the WHR,
not all of the inputs are statistically signif-
icant; however, that could be due to the
sample size or the level of data analysis.
In the WHR 2020, the authors obtain sig-
nificant relationship for each of the inputs
using a larger sample that includes more
countries and all of the available years (Hel-
liwell et al., 2020), and in the WHR 2021
the authors perform analysis on individ-
ual level subjective well-being (Helliwell et
al., 2021), not aggregate well-being. The
present analysis should be expanded in fu-
ture work to include more data. Nonethe-
less, our findings demonstrate that the in-
puts are related to subjective well-being in
non-linear forms.

We then proceeded by allowing one in-
put to interact with each of the others,
sequentially dropping insignificant interac-
tions with t-stats below one, and then
moved to the next input. For brevity, Ta-
ble 5 only presents models after dropping
the pertinent interaction terms. As an ex-
ample, GDP was interacted with each of
the other five inputs, and of these interac-
tions, only the ones with HLE and freedom
of choice were maintained, as presented in
column 2. There were three relevant inter-

actions for social support (column 3), two
for HLE (column 4), and so forth. The
model in column 8 includes all of the pre-
viously significant interaction terms, while
column 9 builds upon this model by drop-
ping the low t-stat interaction between so-
cial support and freedom of choice.

The result in column 9 is a model that
explains more than 80 per cent of the varia-
tion in the Cantril Ladder, 6 per cent more
than the standard model without adding
any inputs, just by allowing them to inter-
act with each other. Column 10 presents
the marginal effects of each input based on
the model in column 9. The magnitudes
of coefficients change some after allowing
for interactions. Notably, the relationship
for generosity increases in size and is now
statistically significant.

Allowing for interactions between the in-
puts changes the models predictive power,
input relations, and residuals. Subjective
well-being is non-linear in inputs, and the
specific functional form is as yet not well
identified in theory or empirically. Non-
parametric methods, such as DEA, allows
us to overcome such challenges, and to es-
timate efficiency scores that are not biased
by parametric choices. We emphasize that
our example is data driven, thus the rele-
vant interactions may change for different
years or samples of countries. Also, we do
not advocate using this ad hoc interactions
approach broadly. However, it helps us
to clarify the distinction between residuals
and well-being efficiencies computed using
DEA.

Total, Technical and Scale Efficiency

So far the analysis has focused on to-
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Table 5: Regression of Cantril Ladder on Well-being Inputs and Interactions

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
OLS OLS OLS OLS OLS OLS OLS OLS OLS Margins

ln
(GDPpc)

0.125 -1.494** 0.022 -0.967 0.169 0.19 -0.301 -1.003 -1.001 0.169

-0.121 -0.61 -0.112 -0.588 -0.124 -0.118 -0.226 -0.696 -0.669 -0.111
Social
Support

0.316*** 0.323*** -1.12 0.318*** -0.376 0 0.21 -1.126* -1.130* 0.406***

-0.094 -0.092 -0.765 -0.093 -0.3 -0.11 -0.13 -0.648 -0.615 -0.07
HLE at
Birth

0.051*** -0.087 -0.101 -0.181** 0.049*** 0.070*** 0.114*** -0.119 -0.119 0.033*

-0.018 -0.091 -0.089 -0.089 -0.017 -0.026 -0.032 -0.082 -0.074 -0.02
Freedom
of
Choice

0.164*** -0.45 0.201*** -0.553 -0.181 0.533*** 0.303** 0.505 0.512*** 0.174***

-0.061 -0.466 -0.06 -0.569 -0.337 -0.123 -0.119 -0.387 -0.118 -0.053
Generos-
ity

0.038 0.022 -0.312 0.028 0.849*** 0.949*** -0.029 0.183 0.181 0.057*

-0.039 -0.035 -0.346 -0.034 -0.241 -0.339 -0.059 -0.278 -0.27 -0.033
Corrupt-
ion
(absence)

0.073* 0.021 -0.248 0.02 0.538* 0.028 0.511 1.131** 1.129** 0.096**

-0.04 -0.04 -0.204 -0.04 -0.283 -0.071 -0.493 -0.496 -0.473 -0.044
GDP
X HLE

0.016* 0.016* 0.011 0.011

-0.009 -0.009 -0.01 -0.01
GDP
X Free

0.071

-0.049
Ab Corr
X GDP

0.153** 0.161*** 0.161***

-0.059 -0.042 -0.04
Support
X HLE

0.020* 0.019 0.019**

-0.011 -0.012 -0.009
Support
X Free

0.091** 0.001

-0.04 -0.047
Support
X Gen

0.04 0.130*** 0.108*** 0.109***

-0.04 -0.045 -0.033 -0.033
Support X
AB Corr

0.033 0.037

-0.024 -0.035
HLE
X Free

0.012

-0.009
HLE
X Gen

-0.013

-0.008
HLE X
Ab Corr

-0.026** -0.039*** -0.039***

-0.012 -0.01 -0.01
Free
X Gen

-0.098*** -0.148*** -0.126*** -0.126***

-0.029 -0.037 -0.036 -0.036
Ab Corr
X Free

-0.054 -0.06

-0.033 -0.038
Ab Corr
X Gen

0.02 0.022

-0.02 -0.021
Constant -3.074*** 10.990** 8.606 11.907** -1.028 -5.270*** -3.341** 10.411** 10.415**

-0.653 -5.276 -6.147 -5.66 -2.579 -1.196 -1.306 -4.839 -4.822

Observat-
ions

126 126 126 126 126 126 126 126 126 126

R-Squared 0.741 0.76 0.767 0.76 0.775 0.777 0.77 0.807 0.807 na
Adj.
R-Squared

0.728 0.744 0.749 0.744 0.757 0.758 0.748 0.785 0.786 na

Note: robust standard errors in parentheses. * p < 0.1, ** p < 0.05, *** p < 0.01

Source: authors’ own elaboration on data sourced from WHR 2021
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tal well-being efficiency. However, it is
possible to decompose total efficiency into
technical and scale efficiency. Technical or
‘pure’ efficiency reflects a country’s ability
to transform inputs into well-being given
the current set of inputs. Scale efficiency
reflects whether a country is operating at
the optimal scale. Countries facing con-
stant returns to scale operate at an opti-
mal scale; countries with increasing returns
to scale have too few inputs, hence they
could increase efficiency by expanding their
scale; countries with decreasing returns to
scale could increase their efficiency (which
is similar to output per input) if they re-
duced their inputs. That does not neces-
sarily mean they should reduce their in-
puts, however. As mentioned above, both
the amount of inputs and efficiency matters
for well-being.

In the data, 19 countries are totally ef-
ficient, i.e. they operate at the optimal
scale and utilize their inputs efficiently as
shown in the Appendix Table: additional
15 countries are technically efficient, but
they should adjust their scale by investing
in more or less of certain inputs; another
two countries are scale efficient, but tech-
nically inefficient; the remaining 90 coun-
tries are both scale and technically inef-
ficient. In total, 105 countries are scale
inefficient. Of these, 100 exhibit increas-
ing returns to scale (IRS), and the remain-
ing 5 exhibit decreasing returns to scale
(DRS). Those experiencing increasing re-
turns to scale are also more scale inefficient
on average, at about 2.5 per cent inefficient
compared to 1 per cent for the DRS. The
results are intuitive, more countries suffer
from too few inputs (experience IRS) than
too many (DRS).

Technical inefficiencies are typically
greater than scale inefficiencies. Chart
6 presents the distributions of the two
types of inefficiency by region. In each
group technical inefficiency is larger than
scale inefficiency. However, on average,
scale inefficiency is higher in Sub Saha-
ran Africa; Central and West Asia, and
North Africa; and East and South Asia,
than the technical inefficiencies observed in
Europe. In the latter case, technical ineffi-
ciency is below 10 per cent, and scale inef-
ficiency is very close to zero. Averages also
hide considerable heterogeneities within re-
gions. Sub-Saharan Africa, for instance,
includes countries with levels of techni-
cal efficiency comparable to European ones
(this is the case in Mozambique, Uganda,
Burkina Faso) as well as extreme values,
such as those observed in Botswana, Zam-
bia, and Zimbabwe. The disaggregation
of total (in)efficiency into its technical and
scale components reveals that more coun-
tries suffer from too few resources than too
many, finding themselves on the increasing
returns to scale portion of the frontier.

Robustness of Total Efficiency Scores

Our contribution depends in part on the
robustness of the WHR framework. As dis-
cussed in section 2, it is difficult to deter-
mine which variables should be used as in-
puts. Previous authors have subjectively
chosen their own sets of variables, which
often overlap, but not completely. We ar-
gue that one can use the commonly ac-
cepted and often cited WHR framework to
address this issue and in this section test
the robustness of our results to alternative
sets of inputs, first by dropping variables,
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Chart 6: Technical and Scale Well-Being Inefficiency by Region

Note: The chart shows efficiency scores. Countries receive a score ranging from 0 to 1, where higher scores
indicate higher efficiency.
Source: authors’ own elaboration of data sourced from WHR 2021

and second by adding. We also test the
robustness of our efficiency scores to out-
lying countries. DEA methods are sensi-
tive to outliers. Recall that the estimated
efficiency scores are relative, which means
outliers could have a strong influence on the
set of scores. Discussion of the robustness
issues is found in the online Appendix.11

Conclusion

Numerous studies make the case for sub-
jective well-being (SWB) – a single mea-
sure summarizing the many economic and
non-economic aspects of what makes a life
worth living – as a measure of economic

and social development (Fleurbaey, 2009;
OECD, 2013; Easterlin, 2019). The aim
of our work is to provide a measure of
subjective well-being efficiency that sup-
plements economic efficiency. We assess
countries’ well-being efficiency using non-
parametric techniques, the determinants
identified in the series of World Happiness
Reports (WHRs) as inputs, and SWB as a
measure of output.

We believe that a measure of well-being
efficiency has significant advantages over
traditional economic efficiency for govern-
ment policy. For instance, our well-being
efficiency scores indicate how well countries
transform their inputs into the Cantril Lad-

11 http://csls.ca/ipm/43/IPM_43_OConnor_Appendix.pdf
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der. Unlike economic output, the Cantril
Ladder is a valid and reliable measure of
how people fare with their lives as a whole.
The idea that SWB can be produced more
or less efficiently – and that this efficiency
can be measured – is fairly recent in the
literature. Current SWB policy advice
generally discusses the amount of inputs,
not how well they are used. The Nordic
countries generally rank among the high-
est SWB countries in the world, but they
also have high inputs. Without well-being
efficiency scores, it appears as though the
only path to greater well-being is through
greater inputs. Efficiency reveals an ad-
ditional path. By identifying less-efficient
countries and leading examples we provide
insights into well-being efficiency that may
help policy makers promote well-being in
their country.

We utilize the WHR framework to guide
our choice of inputs and output. In
the WHRs, six factors (real GDP per
capita, healthy life expectancy, social sup-
port, freedom of choice, absence of corrup-
tion, and generosity) explain about three-
quarters of the variation in SWB around
the world (Helliwell et al., 2013). Histor-
ically, it has been difficult to determine
which inputs to use. Various authors used
different inputs and contextual variables to
explain differences in efficiency, while many
of the contextual variables affect SWB di-
rectly. Using the WHR framework elim-
inates this subjectivity, and at the same
time, makes it possible for future schol-
ars to easily expand upon our analysis.
The data are freely available and cover the
largest sample of countries to date, more
than 150 countries (across all years, we rely
on the data for 2019, but future research

could use additional years). We also test
the robustness of our measure of well-being
efficiency to various combinations of the six
considered inputs, and find our results are
not sensitive to the exclusion or inclusion
of additional variables.

Our findings indicate that 19 countries,
out of the 126 observed in 2019, are on
the efficient frontier, that is they use their
inputs as effectively as the other most ef-
ficient countries and operate at an opti-
mal scale. Efficiency is scored in relative
terms; in our case, relative to the 19 coun-
tries on the frontier. The remaining 107
countries are not fully well-being efficient.
The top 50 per cent of countries have effi-
ciency scores of at least 90 per cent, and the
bottom 10 per cent have scores between 50
per cent and 75 per cent. The disaggrega-
tion of total (in)efficiency into its technical
and scale components reveals technical in-
efficiencies are larger than scale ones. Also
many more countries suffer from too few re-
sources than too many, finding themselves
on the increasing returns to scale portion
of the frontier.

Two aspects are worth emphasizing. The
first is that countries on the efficient fron-
tier can still improve their SWB. They can
expand their inputs and or become more
efficient still. The second is that high ef-
ficiency does not necessarily imply high
SWB: a country characterized by high ef-
ficiency may have low levels of SWB due
to low inputs. However, high efficiency can
partially compensate for low inputs. For in-
stance, Costa Rica reports nearly the same
SWB as Germany, but with much lower in-
puts. Similarly, the Nordic countries of-
ten top the international rankings of well-
being, yet only Finland is fully well-being
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efficient. In other words, the Nordic coun-
tries could be happier given the resources
they have.

Our results also provide some insight
into how countries might become more
well-being efficient. For instance, countries
with greater productive capacity and bet-
ter health are more efficient. This finding
implies policy makers might want to invest
in better health not only for the direct ben-
efits it brings for SWB, but also for the
indirect effects that result from a more ef-
ficient use of inputs.

To identify the relevant factors for in-
creasing well-being efficiency, we assessed
correlations and performed regressions of
the efficiency scores on the well-being in-
puts and an extended set of variables.
Well-being efficiency correlates positively
and significantly with GDP per capita, so-
cial support, and healthy life years at birth,
while the regression analysis reveals that
healthy life years is the single most impor-
tant correlate of well-being efficiency. This
result is probably because a healthy life is
necessary to enjoy the other components of
a happy life. Among the wider list of vari-
ables used to explain well-being efficiency,
we found that more optimistic and fully
employed populations are more efficient.

The correlation of well-being efficiency
with third party measures of sustainable
well-being, and economic efficiency pro-
vides interesting insights. We found that
countries’ efficiency in transforming inputs
into SWB correlates positively and signifi-
cantly with the Happy Planet Index. This
finding supports the hypothesis that our
measure of well-being efficiency is valid.
In contrast, well-being and economic effi-
ciency are not correlated. This result sug-

gests that the countries which are more ef-
fective at turning capital and labour into
GDP are not better at transforming their
inputs into SWB, which contradicts the
common belief that greater economic effi-
ciency necessarily leads to better lives. We
consider this result as further evidence that
production and income per se does not in-
crease well-being. The quality of economic
growth matters for SWB (Helliwell, 2016).

Future analysis should expand and re-
fine the analysis of total well-being effi-
ciency correlates by looking, for instance,
into the correlates of technical and scale
efficiency separately as they are likely to
differ. At the same time, it is not likely
that a country will change its technical ef-
ficiency without changing the composition
or amount of inputs (affecting scale effi-
ciency); nor is a country likely to decrease
its inputs, given they directly contribute
positively to SWB. The determinants of to-
tal efficiency are therefore most relevant.
Researchers should also assess additional
data, additional variables, and apply more
refined empirical techniques to identify the
determinants of well-being efficiency.

Another limitation of our work has to
do with causality. Although we adopted
the well-established WHR framework, and
tested its robustness, we can not disregard
the evidence suggesting that SWB con-
tributes to many of the variables we in-
clude among the inputs. For instance, hap-
pier people live longer and healthier lives.
Another possible extension of our model
could include a measure of positive affect
among the inputs. Finally, we emphasize
that DEA assumes substitutability of in-
puts, i.e. it is possible to compensate a
decrease of input x by increasing input z.
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This is a strong assumption considering
that some of our inputs cannot be adjusted
instantly. Future work could consider to
use DEA with quasi-fixed inputs to address
this issue.

We regard the present work as a proof-
of-concept. The combined interpretation of
our results provides insights about differ-
ent countries’ efficient or inefficient use of
inputs, the correlates of efficiency, and the
validity of our measure. There are, how-
ever, various methods to improve the anal-
ysis and inferences drawn from well-being
efficiency scores. Nonetheless, the present
work responds to the growing desire to bet-
ter understand well-being and how to in-
crease it. The result is a set of well-being
efficiency scores and a framework for their
estimation, both of which could be built
upon and further assessed by researchers
and practitioners.
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Appendix Table 1: Cantril Ladder, Efficiency Scores, and Input Values for 126 Countries
(organized in descending order of total efficiency)
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Productivity Gains from Worker
Well-Being in Europe
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Abstract

This article investigates the relationship between well-being in the workplace and labour

productivity using a combined dataset covering the business economies of 30 European

countries. The dataset combines information on working conditions and on the struc-

ture and performance of industries in manufacturing, construction and services. Data are

sourced from representative surveys on individuals’ working conditions and official struc-

tural business statistics. Regressions of labour productivity on measures of worker well-

being — job satisfaction and a multidimensional index of job quality — provide evidence

that a link between the two variables operates at the aggregate level: industries where

worker well-being is higher have higher levels of labour productivity. This result implies

that well-being in the workplace is not just desirable in itself, but it also contributes to

labour productivity. This is relevant to firms, managers, unions, and policy makers as poli-

cies that foster worker well-being consequently can contribute to productivity growth.

This article investigates the relation be-
tween well-being in the workplace and
labour productivity in European countries
using a matched dataset which combines
information on working conditions and
economic performance from representative
surveys.

Well-being in the workplace carries soci-
etal and economic consequences. It is in-
creasingly recognized as being connected
to health, socio-economic outcomes, and
the overall well-being of the population.
Worker well-being has gained further rel-
evance due to the transformations of jobs
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(emerging of the gig economy, increase
of zero-hour contracts), and, recently, the
COVID-19 pandemic. These events in-
duced dramatic changes in working con-
ditions and practices, as well as in work-
ers’ attitudes towards their jobs, and pose
major challenges to decision makers. As
an example, in many countries manufactur-
ing and service firms face dramatic labour
shortages — what has been referred to
as “the Great Resignation” — which im-
pact the overall economy (Brignall, 2021).
Among economic outcomes, the relation-
ship between well-being in the workplace
and productivity is not only of interest
to firms, managers, and unions, but also
to policy makers. This is because firm-
and industry-level labour productivity are
sources of aggregate productivity growth.
The link between worker well-being and
productivity is the focus of this article.

Throughout the article, we employ the
terms worker well-being and well-being in
the workplace interchangeably, to indicate
the overall evaluation of one’s experience
in relation to one’s job. In the analysis, we
use two measures of worker well-being: job
satisfaction, which refers to an overall eval-
uation of the work experience — including
relations with colleagues, sense of purpose,
autonomy, and economic conditions; and a
job quality index, which is based on specific
evaluations of several aspects of the expe-
rience on the workplace. The main differ-
ence between the two measures is that the
compilation of job quality draws on a wide
array of questions on various dimensions of
the work experience, while job satisfaction
is measured from answers to a single ques-
tion. They do, however, intend to capture
the same latent concept.

This article contributes to the litera-
ture on the relationship between produc-
tivity and worker well-being by provid-
ing evidence that the relationship exists
at the industry level. The evidence is
drawn from a matched dataset that com-
bines well-established standard measures of
labour productivity with indicators of well-
being in the workplace, sourced, respec-
tively, from official statistics and nationally
representative surveys.

We use the 2010 and 2015 wave of
the European Working Conditions Survey
(EWCS) to build the indicators of worker
well-being, namely job satisfaction and the
index of job quality. The latter is based
on workers’ explicit evaluation of several
dimensions of their job, including income,
health and safety, social dialogue, men-
tal health, and work-life balance. Data
on labour productivity, employment, in-
vestment and other structural and per-
formance indicators come from the 2010-
2018 waves of the Eurostat’s Structural
Business Statistics (SBS). The resulting,
pooled dataset, covers much of the busi-
ness economies — 68 manufacturing, ser-
vice, and construction industries — in 30
European countries. We use this combined
dataset to estimate an empirical model of
labour productivity.

Regression results show that indus-
tries with higher worker well-being display
higher levels of labour productivity. More-
over, well-being in the workplace predicts
productivity growth, with industries with
higher satisfaction displaying higher future
productivity growth. The size of the par-
tial correlations of our measures of worker
well-being is comparable in magnitude to
that for investment per worker, and in some
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cases it is larger than the coefficients for
wages. This result has policy relevance as
it shows that worker well-being is not only a
desirable goal per se, but it also contributes
to productivity growth and, as a result, to
economic prosperity. This suggests that a
virtuous cycle of increasing well-being and
growth can be established with appropriate
actions.

The article consists of five main sections.
Section 1 provides a literature review of the
relationship between job satisfaction and
productivity. Section 2 describes the data.
Section 3 presents the framework. Section
4 provides the results from the analysis. Fi-
nally, section 5 discusses limitations of the
data and analysis, and provides some con-
cluding remarks.

Literature Review

The relationship between worker well-
being, incentives and performance at work
has been addressed by several disciplines,
from psychology to organizational sciences
and economics, both in theoretical and em-
pirical settings. Many studies in the field
of psychology investigate the link between
well-being in the workplace — conceptu-
alized as positive emotions, affect and en-
gagement — and job performance from an
individual perspective. These studies show
that happier workers are more pragmatic,
less absent, change jobs less often, make
fewer mistakes in performing tasks, have
less accidents, earn more money, have bet-
ter relationships with colleagues and cus-
tomers (Bateman and Organ, 1983; George
and Brief, 1992; Pavot and Diener, 1993;
Spector, 1997; Wright and Cropanzano,
2000). All these aspects are linked to pro-

ductivity and profitability. Judge et al.
(2001) provide an overview of studies in or-
ganizational psychology on the job perfor-
mance – job satisfaction relationship. They
conduct a meta-analysis on 312 samples
and find a mean correlation of 0.3 between
the two variables (job performance assess-
ment is mainly based on supervisors’ eval-
uation.)

Oswald et al. (2015) provide exper-
imental evidence showing that positive
shocks to happiness generate productivity
gains. Such gains stem from increased ef-
fort rather than from higher precision in
executing standardized tasks. The authors
find that productivity is affected by short-
run and artificially-induced increases in
happiness, as well as by long-lasting shocks
such as family bereavement, parental di-
vorce and health problems.

The studies above have been conducted
on individual-level data and focused on in-
dividual performances. Other studies have
addressed the link between worker well-
being and workplace performances. Us-
ing a meta-analysis approach, Harter et
al. (2020) study the relationship between
worker engagement and various indicators
of business outcomes. The authors show
that companies in which employees re-
port higher engagement with their jobs ex-
perience less absenteeism, higher employ-
ees retention, higher customer satisfaction,
fewer safety incidents, less theft, and higher
product quality. What is more, engage-
ment positively correlates with worker well-
being and organizational participation, on
the one hand, and broader business out-
comes such as profitability and sales on the
other. For the period 1984-2009, Edmans
(2011) show that companies listed in the
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“100 Best Companies to Work For in Amer-
ica” exhibit superior long-run stock market
returns (compared to a benchmark), which
suggests that employees’ satisfaction has a
significant positive impact on firm value.

All the studies above suggest the exis-
tence of a link between worker well-being
and a variety of worker and firm outcomes.
The evidence, however, is primarily based
on small samples, case studies, or exper-
iments, and as such is not generalizable.
Studies based on representative datasets
are scarce. Among the latter, two notable
analyses are those of Bryson et al. (2017)
and Bockerman and Ilmakunnas (2012):
these authors study the link between job
satisfaction and labour productivity for, re-
spectively, the United Kingdom and Fin-
land using establishment-level data. Bock-
erman and Ilmakunnas (2012) find a posi-
tive effect of job satisfaction on labour pro-
ductivity in a sample of Finnish manufac-
turing plants. The study is conducted on
a matched dataset which combines a mea-
sure of job satisfaction from a survey on
European households to plant-level admin-
istrative data, from 1996 to 2001. The au-
thors find that a one point increase in job
satisfaction (measured on a 1 to 6 Likert
scale) increases plants’ labour productivity
by nearly 5 percentage points. The posi-
tive significant effect of job satisfaction on
labour productivity remains when applying
an instrumental variable approach.

Bryson et al.(2017) analyse data from
the Workplace Employment Relations Sur-
vey, conducted on a sample of British
workplaces from 2004 to 2011. The au-
thors measure job satisfaction by aggregat-
ing employee satisfaction scores concerning
nine aspects of their working environment,

and by an indicator of affect. They es-
timate cross-section and panel regressions
(to account for unobservables), and find
that job satisfaction has a positive and sig-
nificant effect on the various (evaluative)
measures of business performance. In con-
trast, job-related affect is never significant.

Another stream of literature investigates
the link between productivity and intan-
gible factors of production using firm and
plant-level data. Recently, these studies
have increasingly focused on the role of hu-
man factors and workplace practices, in-
cluding management and HR practices, in
explaining productivity patterns and vari-
ations. Overall, they find that intangible
human factors impact productivity. For ex-
ample, Black and Lynch (2001) address the
relationship between productivity, work-
place practices, human capital and the
adoption of information technology by esti-
mating a production function on data from
a representative sample of US businesses.
They find evidence that employee partici-
pation and profit sharing, aspects that are
linked to worker satisfaction, are associ-
ated with higher productivity at the estab-
lishment level. Other contributions inves-
tigate the role of management (Bloom et
al., 2019), worker skills (Criscuolo et al.,
2021), and specific aspects of working con-
ditions on work-life balance (Bloom and
Van Reenen, 2006).

Data

The dataset used in this analysis pro-
vides information on labour productivity
and factors used in production, measures of
well-being in the workplace, working con-
ditions and workforce characteristics from,
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respectively, Eurostat’s Structural Busi-
ness Statistics (SBS) and the European
Working Conditions Survey (EWCS). Ob-
servations are at the industry level and
cover manufacturing, construction and ser-
vice industries for European countries. To
the best of our knowledge, no single repre-
sentative cross-country dataset is available
which permits to observe both productiv-
ity and worker well-being, so we combined
information from the two datasets.

The European Working Conditions Sur-
vey (EWCS) (Eurofound, 2010 and 2015)
is a nationally-representative survey con-
ducted by Eurofound every five years on
random samples of workers in European
countries. The latest survey interviewed
about 44,000 workers in 35 countries.2 The
survey provides detailed information on
respondents’ working conditions, employ-
ment status, characteristics of the work-
place, and selected socio-demographics. It
has, however, limitations in terms of peri-
odicity and sample sizes (Warhurst et al.,
2018). The survey is conducted every five
years, which limits considerably the possi-
bility to exploit the time-series dimension
of the data. It is representative of workers
at the country level; due to limited sample
sizes, however, certain cells at the indus-

try level may contain a small or very small
number of observations. Despite these lim-
itations, the EWCS is the only source of
exhaustive information on working condi-
tions for European countries. As such, it is
the workhorse of studies on job quality for
these countries (Wright et al., 2017). Here,
we use the 2010 and 2015 waves.3

The SBS is a harmonized dataset which
provides information on the business econ-
omy’s performance and structure, includ-
ing labour productivity, turnover, value
added, investments, and employment at
the industry level (NACE 2-digit).4 It is
compiled from surveys conducted on firms
by the EU and European Economic Area
(EEA) national statistical offices, and har-
monized by Eurostat. It covers manu-
facturing, construction, and business ser-
vices, and has yearly frequency. The sur-
vey does not cover agriculture, financial
services, public administrations and certain
non-market activities (culture, health and
personal services). We use all the waves for
the period from 2010 to the latest available,
2018.

As EWCS and SBS observational units
differ, we combined the two datasets us-
ing the country-NACE codes as matching
variables. We proceeded by first aggregat-

2 The European Foundation for the Improvement of Living and Working Conditions (Eurofound)
is a tripartite European Union Agency established in 1975 to provide research-based input for
the development of social, employment and work-related policies. This survey can be accessed
at https://www.eurofound.europa.eu/surveys/european-working-conditions-surveys/sixth-european-working-
conditions-survey-2015. A useful summary of the survey methodological features is available at
https://www.eurofound.europa.eu/sites/default/files/wpef17036.pdf.

3 We did not consider previous waves because we would have not been able to construct comparable job quality
indices due to missing information. To mitigate EWCS sample size concerns, involving the number of individ-
ual observations available at the industry level, we have run the analysis on a restricted sample of industries,
as well as at the NACE 1-digit level. Our results are robust to these robustness checks.

4 Industries are classified according to the classification of economic activities known as NACE rev.2. See
https://ec.europa.eu/eurostat/documents/3859598/5902521/KS-RA-07-015-EN.PDF. According to NACE,
SBS covers Sections B to N and Division S95 of NACE Rev.2.
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ing the individual-level observations in the
EWCS data, to construct industry-level in-
dicators of well-being, working conditions
and workforce characteristics. Then, we
matched this dataset with the industry-
level observations from the SBS, using
the NACE 2-digit level and country codes
available in both datasets. The matching
is performed for two periods, which corre-
spond to the 2010 and 2015 waves of the
EWCS. We use SBS waves from 2010 to
2018 to compute growth rates of variables
of interest.

The resulting combined dataset covers
68 manufacturing, construction and service
industries for 30 countries.5 We observe
2,040 unique industry-country pairs in two
years, 2010 and 2015, which gives a to-
tal of 4,080 observations. The set of vari-
ables includes labour productivity, invest-
ment, persons employed, selected employee
and business characteristics, working con-
ditions, wages, and worker well-being. The
dataset includes also the growth rates of
productivity, investment and employment
for the 3-periods ahead, i.e. for the periods
2011-2013 and 2016-2018.

As mentioned above, the dataset car-
ries the drawbacks of the EWCS. In ad-
dition, its coverage is limited by the ge-
ographic and economic scope of the SBS,
which excludes public services and financial
industries. Despite these limitations, this
dataset has the advantage of combining in-
formation on working conditions and job
satisfaction with a conventional measure of

productivity, which would not be available
otherwise. To better gauge the informa-
tion content of the dataset, we computed
how much of total economy value added
and employment the observed industries
account for. Our sample accounts for, on
average, 60 per cent of the economy total
employment, and 50 per cent of total value
added. The country-level employment cov-
erage varies from a low of 48 per cent for
Greece, to a high of 73 per cent for Latvia.
We have also analysed patterns of missing
values in the combined dataset and in the
EWCS. In the combined dataset, missing
values are more frequent for Eastern Euro-
pean countries, and for mining and quarry-
ing activities (section B of the NACE) for
the productivity variables. For job satis-
faction and job quality variables, missing
values are more frequent for certain ser-
vice activities (sections B, J, M and N).6

In the following section, we detail the vari-
ables used in our analysis.

Measures of worker well-being

We use two measures of worker well-
being: job satisfaction and job quality.
These measures are intended to capture.
the same latent concept: well-being in the
workplace. Job satisfaction comes from an-
swers to the question “On the whole, are
you very satisfied, satisfied, not very sat-
isfied or not at all satisfied with working
conditions in your main paid job?”. Indi-
vidual answers are coded on a scale rang-

5 Countries in the dataset are listed in the online Appendix D. Found at http://www.csls.ca/ipm/43/IPM_4
3_Peroni_Appendix.pdf.

6 This analysis is available from the authors upon request.
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ing from 1 to 4, where higher scores in-
dicate higher well-being. Job satisfaction
is regarded as one of the satisfaction do-
mains contributing to subjective well-being
— an overall, self-reported evaluative mea-
sure of how people fare with their life as a
whole. Previous studies indicate that sur-
veys’ single-item questions on job satisfac-
tion provide valid and reliable measures of
people’s experience in the workplace (Van
Saane et al., 2003; Dolbier et al., 2005).
Job satisfaction is increasingly used in the
economic literature to capture well-being in
the workplace.

The job quality index is a composite in-
dicator which combines several dimensions
of the working experience. Specifically,
it is compiled drawing on survey respon-
dents’ evaluations of the following aspects
of the work experience: income and bene-
fits, working time and work-life balance, so-
cial dialogue, skills development and train-
ing, safety and ethics, and stress at work.

The literature on the quality of work
proposes a variety of indices of job qual-
ity. This reflects a lack of consensus on
the definition of job quality, but also prob-
lems related to data quality and availability
(Warhurst et al., 2018).7 Warhurst et al.
(2017) recommends the following dimen-
sions to construct job quality indicators for
the UK: pay and other rewards; intrinsic
characteristics of work; terms of employ-
ment; health and safety; work-life balance;
and representation and voice. Bryson et al.
(2017) use the following domains of job sat-
isfaction: pay, sense of achievement, scope

for using initiative, influence over the job,
training, opportunity to develop skills, job
security, involvement in decisions, and the
work itself. Job quality indices based on
EWCS data have been proposed by Green
and Tarek (2012) and Munoz de Bustillo
et al. (2011). The latter has been subse-
quently employed by Anton et al. (2012)
to analyse the characteristics of poor qual-
ity jobs in Europe. This index includes five
dimensions: pay, intrinsic characteristics of
work (including autonomy, meaningfulness
and skills), work-life balance, health and
safety, and terms of employment. One can
see that, despite the differences, there is a
considerable degree of overlap across these
proposals.

For the construction of our index, we fol-
lowed the framework outlined in the United
Nations Handbook on measuring quality of
employment (UNECE, 2015), as this repre-
sents one of the two most recent contribu-
tions on the topic by an international orga-
nization concerned with the measurement
of human development (OECD, 2017). We
adapted it to the data at hand. Compared
to the UN framework, we added a stress di-
mension to capture mental well-being, an
aspect which is becoming increasingly rel-
evant in the debate on working conditions.
We could not account for the domains on
employment-related relationships and mo-
tivation, and security of employment and
protection, due to lack of available data.
Another limitation of our job quality index
is that it does not incorporate much infor-
mation on intrinsic job characteristics, such

7 On the notion and operationalization of job quality one can see Warhurst et al. (2017), Green (2021), and
Wrightet al. (2017).
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Table 1: Correlation Table: Selected Variables

Labour prod. Job quality Job satisfaction

Labour prod. 1

Job quality 0.1143 1

Job satisfaction 0.1021 0.4774 1
Source: authors’ calculations

as, for example, meaningfulness or sense of
achievement. These aspects are the main
departures of our index from the proposal
by Munoz de Bustillo et al. (2011).

Note that the literature on job quality
tends to view job quality and workplace
well-being as two distinct concepts. The
dimensions of job quality are rather seen
as determinants of well-being (Green, 2021;
Warhurst et al., 2017; OECD, 2017). Here
we depart from this view, and we employ
a job quality index as a multi-dimensional
measure of well-being in the workplace.
The specific wording and methodology un-
derlying the job quality index make it a
measure of worker well-being that is com-
plementary to job satisfaction. This allows
us to ensure that the results do not depend
exclusively on a single-item variable.

Note that we aggregated individual an-
swers to obtain average measures of worker
well-being at the level of the industry.8 We
also constructed a measure capturing the
industries’ share of satisfied and very satis-
fied workers.

Labour productivity is measured by
gross value added per employee. An al-

ternative indicator of labour productivity,
value added per person employed, yields
similar results. Thus, we omitted it from
the presentation.9 Workforce and indus-
try characteristics are: age of employees;
employees’ education level; firm size (de-
fined in terms of number of employees);
industries’ employment share; investment
per worker; sector the industry belong
to (manufacturing, construction and ser-
vices). The education variable has three
categories, corresponding to aggregations
of the ISCED classification of educational
levels. Category one, two, and three in-
clude, respectively: primary and lower sec-
ondary education; upper secondary and vo-
cational training; tertiary, that is, graduate
and post-graduates degrees. All economic
variables are expressed in constant Euros,
and the base year is 2015.

Table 1 presents pairwise correlations of
labour quality, job satisfaction and labour
productivity in the dataset. All correla-
tions in the table are positive and signif-
icant. The correlation between the two
measures of worker well-being – job quality

8 On-line Appendix A provides further details on the construction of the job quality index. http://www.csls.c
a/ipm/43/IPM_43_Peroni_Appendix.pdf.

9 Labour productivity per person employed is an alternative, commonly used measure of labour productivity.
In contrast to labour productivity per employee, which considers the number of people who are in the payroll,
it takes into account the number of people involved in production. Thus, it is regarded as better suited to
capture productivity performances of self-employed, family firms, and certain activities, such as professional
services. In our case, difference in results are negligible. Another commonly used productivity indicator,
labour productivity per hour of work, is not available in our data sources.
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Table 2: Descriptive Statistics (pooled sample)

Statistic N Mean St. Dev. Min Pctl(25) Pctl(75) Max

Labour productivity 3,495 69.378 213.204 -355.714 23.676 77.728 10,686.05
Labour prod (total growth) 3,368 0.019 0.293 -4.516 -0.082 0.126 5.047
Labour prod (yearly growth) 3,308 0.012 0.129 -1.501 -0.026 0.044 4.498
Investment per worker 3,389 16.903 80.657 0 2.159 10.4 3,494.00
Investment pw (total growth) 3,253 -0.008 0.639 -4.156 -0.279 0.283 4.132
Investment pw (yearly growth) 3,143 0.039 0.28 -1.322 -0.075 0.115 5.172
Employment share 3,376 0.016 0.023 0 0.003 0.019 0.22
Empl. share (change) 3,279 -0.001 0.003 -0.032 -0.001 0.0002 0.046
Job quality 3,188 6.324 1.603 0 5.333 7.308 12
Job satisfaction 3,241 3.028 0.448 1 2.833 3.25 4
Age 3,239 41.944 7.214 18 38 46 72
Education 3,185 2.117 0.483 1 1.875 2.429 3
Wage 3,051 1,557.10 1,777.73 1.194 880.968 1,754.59 37,851.14
Large firms 2,895 0.196 0.278 0 0 0.333 1

Note: Pooled sample (2010 and 2015). Labour productivity is gross value added per employee, in thou-
sands of Euros (volumes, 2015); Investment per worker is the investment per employee, also in thousands
of Euros (volumes, 2015); Employment share is the share of total employment accounted for by a given
industry in a country; Age is in years; Education is coded from 1 to 3 (1: primary and lower secondary,
2: upper secondary and vocational, 3: tertiary education); Large firms is the proportion of large firms
(≥ 250 employees) in a given industry. total growth and yearly growth denote respectively: the variable’s
total, cumulated growth over a 3-years period; the variable’s average yearly rate of growth computed for
a 3-year period.

and job satisfaction – is about 0.5 and sta-
tistically significant.10

Table 2 presents descriptive statistics for
the variables in the dataset. Descriptives
have been calculated by pooling the obser-
vations across countries and the two years
of observations, 2010 and 2015. On aver-
age, labour productivity grew by 1 per cent
yearly, and by 2 per cent over a 3-years pe-
riod. The “average” worker is 42 years old
with a secondary degree. The proportion
of large firms in a given industry is, on av-
erage, 20 per cent. The average level of
reported labour satisfaction is 3 (on a scale
from 1 to 4) corresponding to “satisfied”
(with a standard deviation of 0.45).

Charts 1-4 present aggregate average lev-
els of job satisfaction and job quality by
country and by groups of economic activ-

ity.11 Job satisfaction is higher in West-
ern European countries (denoted by blue
boxes), with some notable exceptions, such
as Italy, France and Greece. Job qual-
ity has its highest average levels in Scan-
dinavian countries, and its lowest average
in Greece. Across broad groups of eco-
nomic activities, the data suggest that job
satisfaction is about the same across sec-
tors, whereas job quality is somewhat lower
in construction — a feature that is more
marked in Eastern European countries.

Chart 5 depicts average levels of labour
productivity by country. Western Euro-
pean countries are characterized by higher
levels of labour productivity compared to
Eastern European countries. The low-
est levels of productivity are recorded for
Makedonia, followed by Bulgaria and Ro-

10 The correlation between the two measures of productivity is significant and close to 1, specifically 0.9968, so
we do not report correlations for labour productivity per person employed in the table.

11 Country codes and corresponding country names are listed in Appendix D. http://www.csls.ca/ipm/43/IPM
_43_Peroni_Appendix.pdf.
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Chart 1: Job Satisfaction: Average by Country

Note: Country averages of job satisfaction (pooled sample). The blue and red boxes denote, respectively,
Western and Eastern European countries.
Source: EWCS.

Chart 2: Job Quality: Average by Country

Note: Country averages of job quality (pooled sample). The blue and red boxes denote respectively, Western
and Eastern European countries.
Source: EWCS.
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Chart 3: Job Satisfaction: Average by Sector

Note: Sector averages of job satisfaction (pooled sample). The blue and red boxes denote, respectively, Western
and Eastern European countries.
Source: EWCS.

Chart 4: Job Quality: Average by Sector

Note: Sector averages of job quality (pooled sample). The blue and red boxes denote, respectively, Western and
Eastern European countries.
Source: EWCS.
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Chart 5: Labour Productivity: Average by Country

Note: (Log of) Labour productivity; the blue and red boxes denote, respectively, Western and Eastern
European countries.
Source: SBS.

mania, while highest levels are those of
Norway, Belgium and the Netherlands.

Method

Our empirical analysis rests on a stan-
dard model of labour productivity growth,
derived from a Cobb-Douglas production
function. The function links output to
standard inputs to production — capi-

tal stock and labour — and to a resid-
ual, referred to as total factor productiv-
ity (TFP), which typically captures effi-
ciency in inputs uses, technological im-
provements, and intangible factors of pro-
duction. The term “intangibles”12 refers to
variables, or assets, such as human cap-
ital and skills, knowledge and organiza-
tional capital, management and HR prac-
tices. Intangibles are now a focus of at-

12 Increasing availability of data, and theoretical developments, have resulted in an increasing number of empirical
studies on the role of intangibles assets in production and in explaining productivity patterns. Certain types of
intangibles are now included in labour productivity decomposition and in datasets such as those produced by
the OECD and EU-KLEMS. The set of intangible capital considered by economists has broadened over time
from the initial set of human-related capital, such as personnel skills, and innovation-related variables such as
R&D and software, to include aspects of the working environment, such as management and HR practices. On
intangibles, one can see, for example, Corrado et al. (2022), and reference therein, and Bloom et al. (2016).
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tention of productivity studies, as evidence
shows they play a considerable role in ex-
plaining productivity patterns. The set of
intangibles has also broadened over time,
as more data sources have become avail-
able. Present analysis follows DiMaria et
al. (2020) in considering well-being in the
workplace as an intangible factor of pro-
duction.

The Cobb-Douglas production function
can be written as follows:

Y = eA(JS) ∗ Kα ∗ L(1−α) (1)

Here, we assume constant returns to
scale in labour and capital. Note that
the TFP residual A captures the effect of
worker well-being (denoted by JS). Thus,
we regard worker well-being as an intangi-
ble factor of production.13 Dividing by L

and taking logs we obtain:

ln(Y/L) = A(JS) + α ∗ ln(K/L) (2)

Based on the equation above, labour pro-
ductivity growth can be expressed as the
sum of (a function of) capital deepening
(the change in capital per worker) and the
change in the “residual” A, which depends
on the intangible factors:

∆ln(Y/L) = ∆A(JS) + α∆ln(K/L) (3)

The framework above lays the ground for
our empirical models. The baseline model
is a regression of the level of labour produc-

tivity on average job satisfaction and a set
of controls:

ln(Y/L)j = α+βln(I/L)j+γJSj+ρXj+ϵj ,

(4)
where labour productivity depends on in-
vestment per worker (I/L), worker well-
being (JS - which denotes either job sat-
isfaction or job quality), and a vector of
control variables X. The vector of controls
includes workforce characteristics (age and
education), the proportion of large firms
in the industry j, the industries’ labour
shares, and average wages by industry and
country. The characteristics of the work-
force are known to affect economic out-
comes, so it is reasonable to include them
in the regression. In addition, large firms
are typically characterized by higher pro-
ductivity. The labour share captures the
use of the labour input by industries. The
dataset does not include capital stock, so
we approximate capital stock by invest-
ment. The error term is ϵ. The subscript j

denotes the industry.
The model also includes year, country

and sector dummies. Dummies allow us to
capture sector-specific effects and country-
level characteristics. Country dummies
capture country institutional features. The
inclusion in the model of the sector dummy
is motivated by the descriptives presented
in the the previous section.

We also specify and estimate the model
for the response variable’s growth rates.
We regress labour productivity growth on
the levels of job satisfaction and the con-

13 One could specify the function A(JS) as follows A = δ ∗ JSλ.
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trols:

∆ln(Y/L)j,t = α + β∆ln(I/L)j,t (5)

+ γJSj,t + ρZj,t + ϵj

t = 2010, 2015.

where the vector Z includes controls for
industry-workforce characteristics, as for
the model in levels. Additionally, we con-
trol for the “initial” level of productivity
and the change in industries’ employment
shares. The level of productivity in the
beginning of the period typically captures
time persistence and, possibly, a conver-
gence mechanisms. The changes in indus-
tries’ employment shares, i.e. in the num-
ber of workers employed by each indus-
try, possibly captures between-industries
reallocation effects. We also include year,
country, and sector dummies. We compute
labour productivity growth in two different
ways: we take the cumulated (log) change
in productivity between t and t+3, and the
yearly growth rate of labour productivity
computed by averaging the labour produc-
tivity growth of the three periods ahead,
t : t + 1, t + 1 : t + 2, t + 2 : t + 3. We
use two different measures of productivity
growth to check the robustness of the find-
ings

Considering the relation between job sat-

isfaction in a given period and the change
in labour productivity in the following pe-
riods is interesting per se. This amounts to
check whether industries “endowed” with
different amounts of job satisfaction ex-
hibit significant differences in productiv-
ity growth. Moreover, the specifications in
growth rates allow us to mitigate the pos-
sible presence of reverse causality.14

The models are estimated on the pooled
datasets for the years 2010 and 2015 using
Ordinary Least Squares (OLS) and robust
standard errors clustered by year.15

Results

Table 3 reports results from the esti-
mation of the regression models in levels.
The coefficients of job satisfaction and job
quality are small, but positive and statisti-
cally significant. The magnitude of the co-
efficients is, respectively, 0.047 and 0.044.
This indicates that a unit increase in av-
erage job satisfaction in an industry is as-
sociated to about a 5 per cent increase in
labour productivity. Note that, as job sat-
isfaction is measured on a scale from 1 to
4, a unit increase in job satisfaction repre-
sents a sizeable increase in the variable.16

Our baseline results are comparable with
the estimate by Bockerman and Ilmakun-
nas (2012), which report a coefficient of job
satisfaction on standard labour productiv-

14 The lack of sufficient time lags does not allow us to estimate a fixed-effect model. In other words, our dataset,
which observes working conditions variables in two years only, does not permit to fully exploit the time series
dimension of the data.

15 Overall, empirical results are not very sensitive to the errors’ variance-covariance matrix specification for the
model including job satisfaction. In contrast, results do change for the model with job quality, which now
retains significance across specifications, compared to the assumption of homoskedasticity.

16 While individual responses are ordinal, we take averages at the industry level, so we can regard the well-being
variables as continuous, albeit bounded.
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Table 3: Regression of Labour Productivity on
Job Quality and Job Satisfaction
(levels)

Dependent variable:

Labour productivity
(1) (2) (3)

job quality 0.044***
(0.000)

job satisfaction 0.047***
(0.006)

satisfied (share) 0.077 ***
(0.005)

age 0.000 0.001*** 0.001***
(0.000) (0.000) (0.000)

education 0.241*** 0.257*** 0.260***
(0.026) (0.026) (0.027)

large firms 0.076*** 0.097*** 0.096***
(0.016) (0.017) (0.017)

employment share -2.278*** -2.425*** -2.432***
(0.075) (0.122) (0.123)

investment p.w. 0.327*** 0.333*** 0.333***
(0.004) (0.006) (0.006)

wage 0.080*** 0.083*** 0.084***
(0.014) (0.003) (0.003)

sector: construction 0.013 -0.008 -0.009
(0.013) (0.017) (0.017)

sector: services 0.027*** 0.035*** 0.037***
(0.010) (0.010) (0.011)

Country dummies Yes Yes Yes
Year dummy Yes Yes Yes
Constant Yes Yes Yes
Observations 2,165 2,188 2,188
R2 0.836 0.832 0.832
Adjusted R2 0.833 0.829 0.829

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01. Robust standard errors
clustered by year. Standard errors are reported in brackets.

ity of 5 per cent in the baseline OLS regres-
sion (though job satisfaction is measured
on a 1 to 6 Likert scale in their study).

Controls have the expected signs. Ce-
teris paribus, industries with higher pro-
portions of large firms, more educated
workers, and higher wages are character-
ized by higher productivity levels. Indus-
tries with higher intensity of investment
(higher investment per worker) are more
productive. In contrast, industries which
employ larger shares of workers are less pro-
ductive.

Tables 4 and 5 present estimation re-
sults for the models where the depen-
dent variable, productivity, is specified in
growth rates (respectively a three-year pe-

riod growth, and average yearly growth
rates). The job satisfaction coefficient is,
once again, positive and significant. The
job quality coefficient now appears small
and only weakly significant. The coeffi-
cients on job quality and job satisfaction for
the model in average yearly growth rates
are positive, significant, with a magnitude
of, respectively, 0.003 and 0.029 (Table 5).
Controls have the expected signs.

The regression results show that a posi-
tive statistically significant association ex-
ists between well-being in the workplace
and labour productivity at the aggregate,
industry level. In other words, industries
where workers are on average more satis-
fied, are also characterized by higher levels
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Table 4: Regression of Labour Productivity on
Job Quality and Job Satisfaction
(Total Growth)

Dependent variable:

Labour productivity
(1) (2) (3)

job quality 0.006*
(0.003)

job satisfaction 0.059***
(0.002)

satisfied (share) 0.088***
(0.009)

labour prod. (t0) -0.093*** -0.095*** -0.094***
(0.013) (0.015) (0.016)

age 0.000 0.001 0.001
0.000 0.000 0.000

education 0.037*** 0.032** 0.036**
(0.012) (0.016) (0.017)

large firms (0.023) (0.016) (0.018)
(0.017) (0.015) (0.015)

empl. share -0.537** -0.544*** -0.550***
(0.216) (0.201) (0.209)

∆ empl. share -3.394*** -3.204*** -3.210***
(0.381) (0.403) (0.325)

∆ invest. p.w. 0.067*** 0.067*** 0.067***
(0.009) (0.010) (0.010)

wage 0.015** 0.011*** 0.013***
(0.007) (0.004) (0.004)

sector: construction 0.024*** 0.021*** 0.020***
(0.002) (0.001) (0.001)

sector: services 0.035 0.031 0.033
(0.029) (0.029) (0.029)

Country dummies Yes Yes Yes
Year dummy Yes Yes Yes
Constant Yes Yes Yes
Observations 2,104 2,127 2,127
R2 0.186 0.190 0.187
Adjusted R2 0.170 0.174 0.172

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01. Robust standard errors
clustered by year. Standard errors are reported in brackets.

of labour productivity. What is more, they
are characterized by higher labour produc-
tivity growth.

The last columns in the Tables 3-5 re-
port results for regressions where the ex-
planatory variable of interest is the share of
satisfied and highly satisfied workers within
an industry. The variable retains its posi-
tive significant effect on productivity in all
specifications. This shows that results are
robust to an alternative specification of the
variable of interest.

The tables in on-line Appendix B present
regression results in detail, as controls are
included in the regressions incrementally.17

Results indicate that job satisfaction and
job quality remain positive and significant
following the inclusion of the controls, al-
though the magnitude of the coefficient de-
creases.

We ran separate regressions replacing
the country dummies with a “west” dummy
(a dummy for the group of western Eu-
ropean countries), in light of the system-

17 http://www.csls.ca/ipm/43/IPM_43_Peroni_Appendix.pdf.
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Table 5: Regression of Labour Productivity on
Job Quality and Job Satisfaction
(yearly growth).

Dependent variable:

Labour productivity
(1) (2) (3)

job quality 0.003**
(0.001)

job satisfaction 0.029***
(0.003)

satisfied (share) 0.036***
(0.006)

labour prod. (t0) -0.042*** -0.042*** -0.041***
(0.009) (0.009) (0.010)

age 0 0 0
0.000 0.000 0.000

education 0.018*** 0.015*** 0.017***
(0.001) (0.004) (0.003)

large firms -0.001 0.002 0.001
(0.004) (0.004) (0.004)

empl. share -0.278** -0.283** -0.284**
(0.124) (0.116) (0.119)

∆ empl. share -3.782*** -3.488*** -3.520***
(0.128) (0.033) (0.137)

∆ invest. p.w. 0.045*** 0.047*** 0.046***
(0.005) (0.004) (0.004)

wage 0.011* 0.009* 0.010*
(0.006) (0.005) (0.005)

sector: construction 0.009*** 0.008*** 0.007***
(0.003) (0.002) (0.002)

sector: services 0.015 0.014 0.015
(0.011) (0.011) (0.011)

Country dummies Yes Yes Yes
Year dummy Yes Yes Yes
Constant Yes Yes Yes
Observations 2,035 2,056 2,056
R2 0.154 0.161 0.155
Adjusted R2 0.137 0.144 0.139

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01. Robust standard errors
clustered by year. Standard errors are reported in brackets.

atic differences in the average value of the
outcome variable between the two regions.
The estimation of the models yields pos-
itive and significant coefficients for both
measures of well-being.18

Overall, these results indicate that job
satisfaction and job quality are positively
and significantly associated to productiv-
ity and productivity growth, so that in-
creases in the quality of work and worker
well-being are correlated to higher produc-

tivity levels or growth rates. This associa-
tion is not only statistically significant, but
it is also economically meaningful.

To gauge the economic relevance of re-
sults, we have standardized the variables to
obtain comparable regression coefficients.
The tables in on-line Appendix C provide
the corresponding results.19 For instance,
if we compare the coefficient of the share of
satisfied workers (0.019 in Table 13 in Ap-
pendix C) with the size of the coefficient

18 Results not reported for reasons of space, but available from the authors.

19 http://www.csls.ca/ipm/43/IPM_43_Peroni_Appendix.pdf.
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Table 6: Economic Significance of Worker Well-being.
Percentages are Based on Estimates Using
Standardized Variables

Models
levels total growth yearly growth

job satisfaction 4.5% 61.6% 98.0%
job quality index 15.9% 22.6% 36.7%
share of satisfied workers 3.7% 46.6% 62.0%

Note: The coefficients of job satisfaction and job quality are expressed
as a percentage of the coefficients of investment per worker. The com-
plete set of regressions is available in online Appendix C. The model in
levels (first column) refers to the coefficients from Table 13, the model
using cumulative growth (second column) refers to the results from Ta-
ble 14, the model with yearly growth (third column) refers to results
from Table 15.

of investment per worker (the largest cor-
relate of productivity, with a coefficient of
0.505), we see that the coefficient of job
satisfaction is 4.5 per cent the size of the
coefficient of investment per worker. This
can be regarded as a small contribution.
However, it is nearly half the size of wages
(0.056). Moreover, this is the worst case
we found: if we consider job quality, its co-
efficient (0.079) is 16 per cent the size of
investment per worker (0.496). These per-
centages are larger when we consider the
models in growth terms. For instance, the
share of people satisfied with their job is
62 per cent the size of the yearly growth
rate of investment per worker (see the co-
efficients in Table 14 in Appendix C). Such
percentage jumps to 98 per cent when we
consider average job satisfaction.

Table 6 shows the size of our measures
of worker well-being as a share of the co-
efficient of investment per worker for each
model considered. In sum, this evidence
suggests that the size of the effect of worker
well-being is comparable to one of the most
important predictors of labour productiv-
ity, and in some cases it is larger than the
effect of wages.

Discussion and Conclusions

The review of the literature highlighted
two main obstacles to studies of the link
between worker well-being and economic
outcomes. First, observing jointly job sat-
isfaction and sound measures of economic
performance in representative datasets is
difficult. The only study that observes
both variables in a representative dataset is
Bryson et al. (2017), at the expense, how-
ever, of having to use self-reported mea-
sures of firm performances. Second, the
bulk of the evidence reports statistical cor-
relations, rather than a “causal” effect.
The relationship between worker well-being
and economic outcomes, however, could
suffer from an endogeneity bias stemming
from reverse causality, or the presence of
omitted/unobservable variables.

The only study based on data from rep-
resentative surveys which addresses reverse
causality is Bockerman and Ilmakunnas
(2012). These authors instrument job satis-
faction with satisfaction with housing, and
conclude that the effect of job satisfaction
on labour productivity is free from endo-
geneity bias. This evidence, however, is
limited to one country, and is for the pe-
riod 1996–2001. Here, we address the first
of these issues through the use of a com-
bined dataset.

This study provides evidence on the eco-
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nomic consequences of well-being in the
workplace, by analysing a novel combined
dataset at the industry level. To the best
of our knowledge, we are the first to carry
out this exercise. The dataset is built by
matching two waves of the European Work-
ing Conditions Survey with information
on the business economy from Eurostat’s
Structural Business Statistics. Among the
different measures of economic outcomes
considered in the literature, the use of SBS
data allows us to include in the study an
official measure of labour productivity, an
important variable for decision makers.

The empirical results provide evidence
that there is a statistically significant link
between worker well-being and labour pro-
ductivity in industries. We estimate re-
gressions of labour productivity on two
measures of worker well-being, namely job
quality — an index summarizing various
dimensions of working conditions — and
job satisfaction, and various controls. The
results vary depending on the measure of
worker well-being employed and on model
specification. For the model in levels, the
effects of both measures are positive, sta-
tistically significant, and of similar magni-
tude. Job satisfaction also correlates sig-
nificantly with future productivity growth.
We also gauge the economic significance
of results, by comparing the size of coeffi-
cients to those of economic variables in the
dataset. Data limitations, however, do not
allow us to correct for the possible presence
of endogeneity bias, stemming from reverse
causality or omitted variables. We mitigate
this risk by estimating a model in growth
rates, and by including as many controls as
possible, including industry average wage
levels.

The value added of this article can be
summarized follows: 1) a novel matched
dataset based on representative surveys; 2)
a composite indicator of job quality based
on the EWCS, a very rich source of infor-
mation on workers’ conditions; 3) evidence
that job satisfaction and job quality pre-
dict productivity level, and that job satis-
faction predicts productivity growth, at the
aggregate-industry level.

The study has several limitations which
one should keep in mind when interpret-
ing results. There are data limitations.
First, the dataset coverage is limited by
the Structural Business Statistics. The
SBS does not include economic activities
which might account for large shares of
certain economies in the sample, such as
those countries that are service-intensive,
or in which public administrations and non-
market services are very large. The SBS,
however, is the most widely used dataset
in the analysis of business sector produc-
tivity performances. Indeed, the analy-
sis of the relationship between productivity
and worker well-being would be limited by
the difficulties of measuring productivity
for the industries excluded from the SBS.
It is well known that the extension of the
concept and measurement of productivity
to activities such as non-market and finan-
cial services is difficult, if possible at all.
Second, sample sizes for the EWCS can be
severely restricted at the industry level.

A further issue concerns the measure of
job quality adopted in the article. This
broadly follows the relevant dimensions in-
dicated by the UN framework, partly de-
parting from it due to data availability is-
sues. The literature lacks consensus on a
definition of multidimensional job quality
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index and implementations vary. Thus, a
further limitation is that it is difficult to
compare results from this article to other
studies in the literature, due to the varied
definitions of worker well-being adopted in
the literature. Limitations also include the
inability to identify causal effects, as dis-
cussed above. Moreover, the issue of costs
and returns on investments in worker well-
being for firms would merit further inves-
tigation. To do this, however, one would
have to resort to firm-level data which are
currently not available.

Despite its limitations, we believe this
study contributes to the literature on eco-
nomic outcomes of worker well-being, and
to building a body of evidence based on
the relationship between well-being in the
working place and economic performance.
The results of this study are relevant for
managers and policy makers alike as poli-
cies that foster worker well-being con-
sequently can contribute to productivity
growth. Well-being and economic efficiency
(productivity) are often perceived as com-
peting objectives. We show instead that
worker well-being has positive impacts on
industry-wide productivity. Economic de-
velopment and well-being do not need to be
alternatives; they can reinforce each other.
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Abstract

Productivity - a driver of economic growth - is not necessarily compatible with soci-

etal well-being, nor environmental sustainability. Various authors contributed frameworks

to incorporate environmental issues in the measurement of productivity, or studied the

role of subjective well-being for productivity. However, studies proposing ways to account

for both subjective well-being and sustainability in productivity measurement are scarce.

We examine whether and to what extent it is possible to include subjective well-being

and sustainability measures among the inputs and/or outputs of a traditional productivity

framework. Specifically, we adopt a data-driven approach to test whether subjective well-

being and adjusted net savings meaningfully contribute to computing a productivity-like

indicator. We apply Data Envelopment Analysis (DEA) to European data from 2005 to

2018. We find that including subjective well-being among the inputs and the outputs of

production meaningfully contributes to the measurement of total factor productivity.

Productivity, i.e. the ratio of goods and
services produced (outputs) divided by re-
sources used in the production process (in-
puts), is usually considered a core indica-

tor of economic performance, and a proxy
of improving living conditions when it in-
creases. Productivity, which in this arti-
cle refers to total factor productivity, pro-
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Sarracino is senior economist at STATEC Research. The authors gratefully acknowledge the financial sup-
port of the Observatoire de la Compétitivité, Ministère de l’Economie, DG Compétitivité, Luxembourg, and
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Research or funding partners. The authors wish to thank Robin Sickles, Andrew Sharpe, an anonymous ref-
eree, the participants to the IPM Symposium on Productivity and Well-being held in November 2021, and the
colleagues from STATEC (the National Statistical Institute of Luxembourg), and STATEC Research for help-
ful comments and suggestions on earlier versions of this work. Emails: charles-henri.dimaria@statec.etat.lu,
chiara.peroni@statec.etat.lu, and francesco.sarracino@statec.etat.lu.
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vides a measure of how efficiently a pro-
duction process uses scarce resources and
develops new technologies. Enhancing pro-
ductivity means making better use of avail-
able resources, and mobilizing new techno-
logical potential to provide more or better
goods and services to the society. Hence,
productivity is often regarded as the ul-
timate engine of growth, and a measure
for technical progress. In fact, it is usu-
ally held that expanding the set of goods
and services available for consumption al-
lows people to satisfy a growing number
of needs, thus improving their living con-
ditions (Solow, 1956). However, the effi-
cient mobilization of resources for economic
output and technological change does not
imply societal well-being, nor environmen-
tal sustainability. These aspects are impor-
tant and, in case of sustainability, urgent
for modern societies.

Numerous authors warned that growing
productivity does not necessarily translate
into improved living conditions or environ-
mental quality. For instance, waste and
pollution are two negative sides of produc-
tion processes. Moreover, since the COP
21 meeting held in Paris in 2015 — where
most countries commited to achieve sus-
tainability goals — sustainability can be
regarded as a desirable output of economic
activity, and integrated in productivity in-
dicators. We define sustainability as the
"capacity to maintain or improve the state
and availability of desirable materials or
conditions over the long term", as pro-
posed by Harrington (2016). Accordingly,

many authors proposed frameworks for effi-
ciency/productivity indicators to account,
for instance, for pollution as an undesirable
by-product of production (an early attempt
in this regard is Pittman (1983)). Zhou et
al. (2018) provide a survey of some frame-
works used to introduce sustainability in
productivity measurement. A recent ex-
ample is DiMaria (2019), who included ad-
justed net savings (ANS), an indicator of
weak sustainability and welfare, in the set
of desirable outputs.2 Conversely, studies
proposing ways to account for both sub-
jective well-being and sustainability in pro-
ductivity measurement are scarce.

We contribute to this literature by ap-
plying a data-driven approach to establish
whether and to what extent it is possi-
ble to extend the inputs and outputs of a
traditional productivity framework to in-
clude subjective well-being and sustainabil-
ity measures. We expect subjective well-
being to be an input because of its pos-
itive association with productivity docu-
mented in previous literature (see, for in-
stance, Bockerman and Ilmakunnas, 2012
and Bryson et al., 2017). Additionally,
we check whether subjective well-being and
adjusted net savings can be outputs. If
the production process delivers goods and
services to satisfy people’s needs, then we
should expect a positive contribution of
production to subjective well-being. Sim-
ilarly, if the production process is envi-
ronmentally sustainable, then adjusted net
savings should be one of its outcomes.
We posit that it is important to evaluate

2 ANS is an indicator of sustainability that translates sustainability and welfare gains into a composite indicator,
as explained in Hamilton and Clemens (1999).
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how well economies deliver goods and ser-
vices given the resources they use. At the
same time, we seek to go "beyond GDP",
and to include measures of subjective well-
being and environmental quality among
economic indices of performance of "inclu-
sive growth". In the framework of produc-
tivity measurement this means classifying
subjective well-being either as an input,
an output or both; it also implies check-
ing whether sustainability is a desirable by-
product of economic production.

This research is relevant because, if con-
firmed, it would suggest the existence of a
virtuous cycle where investing in life satis-
faction, by prioritizing social relations and
environmental quality, would contribute to
economic productivity (Sarracino, 2019).3

However, the resulting economic growth
would be qualitatively different from the
traditional one, and arguably more socially
and environmentally sustainable (Sarra-
cino and O’Connor, 2021b).

The analysis builds on a procedure for
optimal selection proposed by Toloo et al.
(2021). The procedure uses linear pro-
gramming to compute optimal weights for
the aggregation of outputs and inputs, in-
cluding subjective well-being and adjusted
net savings. The test procedure allows
us to tell whether a variable meaningfully
contributes to a productivity indicator by
checking the magnitude of weights: if a
variable attracts a weight equal to zero,
then it can not be considered as relevant
for the productivity indicator. We find that

life satisfaction should be regarded as an
input for some countries, and as an out-
put for others, whereas adjusted net sav-
ings do not appear to be a relevant output
to benchmark countries. These results sug-
gest that including life satisfaction among
the inputs and the outputs of productivity
could meaningfully contribute to the defini-
tion of a measure of economic performance
that accounts for the quality of growth.

The article is structured as follows. The
first major section summarizes the relevant
literature and our contribution. Section 2
describes the method and data used in our
analysis. Section 3 reports our findings: we
first present the result of our optimal selec-
tion model; we then offer a classification
of the considered countries based on clas-
sification tree; we finally use our results to
compute a well-being adjusted Malmquist
index of productivity. The last section
summarizes our findings and discusses lim-
its and advantages of the proposed measure
of productivity.

Literature Review

In recent years, the subjective well-being
literature shed new light on the ability
of economic growth to deliver better lives
(Easterlin, 2017; Helliwell and Aknin, 2018;
Sarracino and O’Connor, 2021a). Em-
pirical evidence provided a nuanced view
about the role of economic growth for sub-
jective well-being, and suggested that qual-
ity of economic growth matters (Helliwell,

3 A production process that transforms capital, labour and life satisfaction (as a multiplier of labour) in GDP
per capita and life satisfaction can be regarded as socially productive, in the sense that it is well organized to
deliver socially desirable outputs. This interpretation has far reaching implications that go beyond the scope
of current work.
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2016): if economic growth is compatible
with a cohesive and inclusive society, it is
reasonable to expect that well-being will
improve (Easterlin, 2013; Oishi and Kese-
bir, 2015; Mikucka et al., 2017). In con-
trast, if economic growth leads to loneli-
ness and inequality, subjective well-being
may arguably decline. This is consistent
with the observation that the link between
quality of life and affluence is, at best, weak
(Lovell et al., 1994; Beja, 2014).

Subjective well-being is the result of the
presence of positive emotions, the absence
of negative ones and satisfaction with life as
a whole (Diener et al., 1999). In practice,
however, subjective well-being is frequently
monitored through one of its components:
life satisfaction, which is regarded as an
evaluative and cognitive measure of sub-
jective well-being. This individual level in-
formation is usually collected in the course
of surveys, when respondents are asked
questions such as: "All things considered,
how satisfied are you with your life as a
whole these days?" (Van Praag et al., 2003).
Answers usually range on a scale where
low/high scores indicate total dissatisfac-
tion. Various tests, from different disci-
plines, provided evidence supporting the
validity and reliability of life satisfaction
as a measure of how people fare with their
lives (Blanchflower and Oswald, 2004; Van
Reekum et al., 2007; Schimmack et al.,
2010; Kahneman and Krueger, 2006; La-
yard, 2005).

The relationship between productivity
and measures of well-being received partic-

ular attention in the economic literature.
For instance, (Edmans, 2011) documents
that companies in which employee satisfac-
tion is higher receive higher long-run stock
returns. Studies on subjective well-being
on the workplace using matched employer-
employee panel data report a positive as-
sociation with various measures of produc-
tivity in Finland (Bockerman and Ilmakun-
nas, 2012), and in Great Britain (Bryson et
al., 2017).4 The results hold both in lev-
els and first differences. Furthermore, Os-
wald et al. (2015) showed that happiness
increases productivity in three different ex-
perimental settings. According to the au-
thors, productivity gains are due to the fact
that satisfied people are more committed to
their tasks than others.

However, few studies have tried to merge
productivity and subjective well-being into
one composite indicator of economic per-
formance. For instance, DiMaria et al.
(2020) evaluated whether life satisfaction
(as an input or an output) contributed to
efficiency following a procedure proposed
by Pastor et al. (2002), using four waves
of the European Social Survey (2004, 2006,
2008, and 2010). Results indicate that for
some countries, mainly in Western Europe,
the stock of employees satisfied with their
lives should be regarded as an input, and
therefore it belongs to the denominator of
productivity computations. For Eastern
European countries the stock of satisfied
people is more likely to be an output, and
therefore it belongs to the numerator of

4 Bockerman and Ilmakunnas (2012) consider the following measures of productivity: value added per hour
worked, total factor productivity, and turnover per employee; Bryson et al. (2017) use financial performance,
labour productivity, quality of product or service, and a performance scale summing up the three measures.
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productivity indexes.5

The starting point of our analysis is the
usual definition of productivity indicators
as outputs divided by inputs, where out-
puts are GDP (to account for economic
performance), life satisfaction and adjusted
net saving (as an indicator of sustainabil-
ity) and inputs are labour, physical capi-
tal and life satisfaction. We use data en-
velopment analysis (DEA), a linear pro-
gramming technique, to compute optimal
weights to aggregate inputs and outputs to
derive productivity indicators. Since the
seminal paper by Charnes et al. (1978),
the number of publications using DEA to
assess efficiency/productivity has been on
the rise. Emrouznejad and Yang (2018)
counted more than 10,000 publications us-
ing DEA between 1978 and 2016. Sick-
les and Zelenyuk (2019) provide a compre-
hensive treatment of both economic theory
of productivity and its measurement using
DEA.

The evolution of the DEA framework
can be divided into two periods (Liu et
al., 2013). The first one, up to 1999, is
mainly driven by methodological develop-
ment. A notable example in this regard
is the research on returns to scale (RTS)
to better characterize the production pro-
cess (Seiford and Zhu, 1999). A second
example is the decomposition and inter-
pretation of DEA productivity indicators
in terms of efficiency change and technical

change (Arcelus and Arozena, 1999). An-
other important contribution belonging to
the early period of DEA, and related to
the present work, is the introduction of un-
desirable output (Fare et al., 1989), such
as pollution, and the possibility for out-
puts/inputs to take negative values (see for
example Cooper et al. (1999a)).

The second period, starting after 1999,
sees a new set of methodological devel-
opments about inference for certain mea-
sures of point efficiency by using appro-
priate bootstrap techniques.6 Simar and
Zelenyuk (2020) provide a recent ground-
breaking study on inference and DEA. This
second period is in particular noticeable for
the investigation of productivity in specific
industries, such as banks, health care, agri-
culture and farm, transportation, and edu-
cation.

Particularly relevant for our work is the
use of DEA in sustainability studies. This
line of research started to grow after 2008
thanks to methodological improvements of
the early 2000s, namely the introduction of
concepts such as bad output, and the pos-
sibility to deal with negative values (Zhou
et al., 2018). In particular, the introduc-
tion of sustainability issues in DEA em-
pirical analysis marks an important theo-
retical development, as it seeks to include
qualitative aspects in the computation of
productivity. It is also worth noticing that
— independently from the framework, hy-

5 An alternative specification of our model would be to use subjective well-being as a multiplier of labour,
similarly to human capital. However, the results from the new specification would indicate whether labour
or labour multiplied by subjective well-being should be regarded as input. In the present model we require
labour to be always an input of productivity, and we check whether - in addition - the stock of employees
satisfied with their lives contributes to the measure of productivity.

6 See Kneip et al. (2008), Kneip et al. (2011), and Simar and Wilson (2011)), or to compare groups mean (see,
for instance, Kneip et al. (2015), Kneip et al. (2016), or Kneip et al. (2021) for Malmquist indexes
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potheses, decomposition of productivity in-
dicators, and topics under scrutiny — these
studies have a point in common: the pre-
liminary selection of inputs and outputs. In
fact, the vast majority of studies adopts an
a priori set of inputs and outputs based on
heuristic decision-making or expert judge-
ment. However, some authors introduced
data-driven methods exploiting DEA mod-
els to select the set of relevant inputs and
outputs based on optimality criteria (see,
for instance, the recent works by Peyrache
et al. (2020) and Toloo et al. (2021).

This research sits at the intersection of
these developments. From a qualitative
point of view, we investigate the suitabil-
ity of accounting for life satisfaction and
sustainability in the assessment of the per-
formance of economies. From a technical
point of view, we build on optimal selec-
tion methods to choose relevant inputs and
outputs. In particular, we use a test proce-
dure developed by Toloo et al. (2021).

Method and Data

The variable selection method

Productivity is commonly defined as the
ratio of goods and services produced (out-
put volume) by the quantity of resources
used in the production processes (volume
of inputs). Then,

Productivity = output volume
volume of inputs

=
∑

i riyi∑
j wjxj

. (1)

The yi, i = 1, ...., s are the outputs, in cross

country analysis it is usually total GDP in
constant terms, and the xj , j = 1, ..., m are
inputs — at minimum physical capital K
(machinery and equipments), and labour L
(workers or hours worked). Productivity
measures how efficiently inputs are used in
the production process as well as techno-
logical developments. The ratio increases
when output volume increases for a given
value of inputs. Similarly, the ratio in-
creases if the volume of inputs reduces for a
given value of output volume. In our case,
we add life satisfaction or Well-Being Out-
put (WBO), and/or adjusted net savings
(ANS) to the set of outputs; and life satis-
faction or Well-Being Input (WBI) to the
list of inputs. Our starting point is:

Productivity =
rGDP GDP + rW BOWBO + rANSANS

wKK + wLL + wW BIWBI
.

(2)

The problem with equation (2) is the
computation of weights (rGDP , rW BO,

rANS , wK , wL, wW BI). One could use
prices or income shares as weights (OECD,
2001), but prices/income shares for life sat-
isfaction and adjusted net saving do not ex-
ist. This problem is not new and motivates
the seminal work by Charnes et al. (1978).
The authors overcome the issue by develop-
ing a linear program that can be solved us-
ing DEA. This technique provides optimal
weights to aggregate outputs and inputs to
obtain a productivity indicator.

When computing optimal weights, one
of the two modelling hypotheses have to
be made: either we consider that countries
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manage to reduce inputs to increase pro-
ductivity for a given level of outputs (input
approach). Or, we assume that for a given
level of inputs countries try to increase
the amount of outputs produced (output
approach). In this article, we follow the
output-oriented model. The reason is that
we are interested in assessing productivity
as the ability to increase outputs given the
level of inputs used. In other words, we do
not consider the hypothesis that a coun-
try is willing to decrease the use of inputs,
in particular of life satisfaction, for a given
level of outputs (as it is assumed in input-
oriented models). This amounts to assum-
ing that countries seek to increase sustain-
ability and life satisfaction.

However, we recall that, by definition,
inputs are resources which are under the
management’s control. Inputs can be in-
creased or decreased at will: if it is easy to
envisage that countries seek to increase life
satisfaction, it is not as obvious to imag-
ine a country that deliberately chooses to
decrease it. In some circumstances, how-
ever, this may be the case. Think, for in-
stance, of the famous quote by Winston
Churchill during the Second World War: "I
have nothing to offer but blood, toil, tears
and sweat". This is an example of a coun-
try asking sacrifices to the population dur-
ing adversities or economic downturns. Ar-
guably, however, this is not often the case.
Therefore, we choose the output-oriented
approach and we assume that decreasing
the use of inputs is not a favoured policy
option. The output-oriented model is the
following:

max
λj

ϕ0∑
j

λjKj ≤ K0∑
j

λjLj ≤ L0∑
j

λjWBIj ≤ WBI0∑
j

λjGDPj ≥ ϕ0GDP0 (3)∑
j

λjWBOj ≥ ϕ0WBO0∑
j

λjANSj ≥ ϕ0ANS0

λj ≥ 0

Online Appendix A shows the steps to go
from equation (2) to model (3).7 This rep-
resentation is useful to illustrate how we
proceed to ascertain whether life satisfac-
tion is an input, output or both, and ad-
justed net savings belongs to the set of out-
puts. We adopt the procedure by Toloo et
al. (2021). Peyrache et al. (2020) propose
a related approach. We re-write the model
(3) as follows:

max
λj ,dW BI ,dW BO,dANS

ϕ0∑
j

λjKj ≤ K0∑
j

λjLj ≤ L0∑
j

λjWBIj ≤ WBI0 + M(1 − dW BI)

(4)

7 http://www.csls.ca/ipm/43/IPM_43_DiMaria_Appendix.pdf.
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∑
j

λjGDPj ≥ ϕ0GDP0∑
j

λjWBOj ≥ ϕ0WBO0 − M(1 − dW BO)

(5)∑
j

λjANSj ≥ ϕ0ANS0 − M(1 − dANS)

(6)

dW BI + dW BO + dANS ≤ ksup (7)

dW BI + dW BO + dANS ≥ kinf (8)

λj ≥ 0,
∑

j

λj = 1, (dW BI , dW BO, dANS)

∈ {0, 1}3.

In this model, M is a large positive number.
Assume, for example, that dW BO = 1 then
constraint (5) becomes

∑
j λjWBOj ≥

ϕ0WBO0, WBO contributes to the com-
putation of productivity, and life satisfac-
tion is an output. Conversely, if dW BO =
0 the constraint becomes

∑
j λjWBOj ≥

ϕ0WBO0 − M . As M is large, then the
constraint is never binding (ϕ0WBO0 −
M < 0, ∀ϕ0, M large enough) and life sat-
isfaction does not contribute to productiv-
ity assessment. The same reasoning holds
for other variables. Trivially, if dW BI =
dW BO = dANS = 1 the model is equivalent
to model (3).

Another important aspect of the model
is the introduction of constraints (7) and
(8). If kinf = 1 then we impose to select
at least one of the extra variables (WBI,
WBO or ANS). If kinf = 1 and ksup = 1
then we want to have only one extra vari-
able selected. If kinf = 1 and ksup = 3 then
we can have from one to three extra vari-
ables in the computation of productivity.

In this framework, the status of life satis-

faction and adjusted net savings as inputs
and/or outputs is country and time spe-
cific. In principle, we could impose the set
of inputs and/or outputs to be the same for
all countries. It would suffice to stack the
model across countries and/or time. How-
ever, we chose to use a specification that
allows the status of life satisfaction and
adjusted net savings to change over time
and across countries. In other words, our
model allows life satisfaction to be an input
(output) for all countries at the same time,
and/or for all years. The same holds for ad-
justed net savings. As explained by Toloo
et al. (2021), the input and output-oriented
models can lead to the retention of differ-
ent variables. Toloo et al. (2021) propose a
model that integrates both orientations in a
single model. Again, we follow the output-
oriented approach as we consider the case
of decreasing well-being as an input not a
policy option.

A second important assumption con-
cerns returns to scale. The model above
assumes variable returns to scale, as clar-
ified by the constraint

∑
j λj = 1. How-

ever, Toloo et al. (2021) documented that
the same procedure holds also under the
assumption of constant returns to scale
(CRS). For our purposes, we assume CRS
as it is a good benchmark to assess pro-
ductivity for countries. In addition, in the
case of CRS, productivity measurements
yield similar results under the input and
the output-oriented models.

A final important point for our work
relates to the computation of Malmquist
productivity index. Some authors (e.g.
Kerstens and Van de Woestyne (2014))
claim that the Malmquist productivity in-
dex has no total factor productivity (TFP)
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interpretation in general, and argue in fa-
vor of the Hicks–Moorsteen index. An
advantage of choosing CRS is that the
Hicks–Moorsteen index collapses to the
usual Malmquist index, thus overcoming
the disputes over the most appropriate
measure of TFP. At worst, CRS model is
conventionally regarded as the best dis-
criminating DEA model than a relevant
benchmark (Podinovski et al., 2014). Last,
in this article, we have opted for DEA but
it would have also been possible to use
stochastic frontier analysis (SFA). In this
case, the idea is to follow a model selection
approach between nested models for exam-
ple in the line of work of Lai and Huang
(2010).

Variables used to assess productivity

We retrieve measures of output (GDP)
and inputs (capital and labour) from the
Penn World Tables, version 10 (Feen-
stra et al., 2015). The sample includes
23 European countries (Austria, Belgium,
Croatia, Cyprus, Czech Republic, Den-
mark, Estonia, Finland, France, Germany,
Hungary, Ireland, Italy, Lithuania, Lux-
embourg, Netherlands, Poland, Slovakia,
Slovenia, Spain, Sweden, Turkey, United
Kingdom).

Adjusted net savings is computed by
the World Bank and is defined as the

national saving minus fixed capital con-
sumption plus education expenditure mi-
nus depletion of natural resources and mi-
nus damages from CO2 emissions and par-
ticulate emissions. Adjusted net savings
is a standard indicator of (weak) sustain-
ability.8 Our data cover the period from
2005 to 2018 because of data availability
for life satisfaction. Moreover, for the sake
of simplicity, we select countries for which
adjusted net saving is positive.9

We draw data on life satisfaction from
the Eurobarometer (2005-2018). Euro-
barometer is the polling instrument of the
European Union, and it is used to regu-
larly monitor the state of public opinion in
Europe. It covers issues related to the Eu-
ropean Union, as well as attitudes on sub-
jects of a political or social nature.10 For
instance, during the interview, people are
asked to reply to the following question:
"On the whole, are you very satisfied, fairly
satisfied, not very satisfied, or not at all sat-
isfied with the life you lead?". This is a typ-
ical wording used to monitor respondent’s
satisfaction with life. For the purposes of
the present study, we use the share of peo-
ple, by country and year, declaring to be
very satisfied with the life they lead.

A characteristic feature of our work is
the simultaneous introduction of life sat-
isfaction in the set of inputs (WBI) and in
the set of outputs (WBO) of production. If

8 https://www.un.org/esa/sustdev/natlinfo/indicators/methodology_sheets/econ_development/adjusted_net
_saving.pdfpresentstheindicator. Considering ANS instead of CO2, for an analysis of a broader concept of
sustainability and not just CO2 damages. In any case, it is also possible to introduce CO2 (only) as a bad
output as proposed by Jeon and Sickles (2004).

9 As a remark, adjusted net savings can be negative. In this case a specific DEA model has to be used, for
example Cooper et al. (1999b). However, the main idea behind the variable selection procedure remains the
same.

10 https://europa.eu/eurobarometer/about.
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WBI is measured as WBO then we would
have a conflict between constraint (4) and
(5). We overcome this difficulty thanks to a
feature of the Eurobarometer. The survey
is usually administered twice per year. For
each year, we have two measurements of life
satisfaction: one around August, and one
in January. This gives us access to two tem-
porally distinct measurements of life satis-
faction. Specifically, we measure WBI as
the share of people that are very satisfied
with their life (as observed in the August
surveys) multiplied by hours worked. Thus,
WBI is the number of hours worked by the
share of very satisfied people. Formally:

WBI =(share of people very satisfied with

their life) · hours workedt (9)

This amounts to treating life satisfac-
tion as a multiplier on the work force: the
higher the share of people satisfied with
their lives, the larger the positive effect on
labour. This modelling approach is simi-
lar to the one adopted by Barro and Lee
(1994) regarding educational attainment,
or by Botev et al. (2019) for human capital.
Let δj be the share of people very satisfied
with their life in country j, then the to-
tal employment input is (1 + δj)ḣoursj =
Ωj ḣoursj . The effect of life satisfaction is
reflected in the effective labour input as in
the model by Lucas (1988). It would have
been interesting to use job satisfaction in-
stead but we are constrained by data avail-

ability.
As for WBO, we assume that govern-

ments, to a certain extent, act as social
benevolent planners who foster the produc-
tion of more goods and services to satisfy
a growing set of needs thus, ultimately, im-
proving people’s lives. This amounts to as-
suming that countries seek to maximize the
share of the population that is very satisfied
with their life. From this point of view we
are consistent with the idea of the benev-
olent social planner in theories of optimal
growth model. WBO is based on life satis-
faction measured in the month of January
of each year, and it is defined as follows:

WBO =(share of people very satisfied with

their life) · populationt (10)

we emphasize that WBI and WBO are
observed at two different time periods:
WBI relates to life satisfaction declared
in the month of August at time t and it is
multiplied by hours worked; WBO is based
on the life satisfaction reported in January
at time t + 1, and it is multiplied by popu-
lation.11

Our hypotheses are:
1. Life satisfaction in productivity mea-

surement is
(a) an input only: dW BI = 1 and

dW BO = 0 and:
i. Adjusted net saving is an

output dANS = 1 or,

11 Many micro-econometric studies treat subjective well-being measures as cardinal, and some scholars warn that
this approach may lead to biased results (Kaiser and Vendrik, 2020). However, this does not apply here. Our
analysis is at the country level, and we use the proportion of respondents declaring to be very satisfied with
their life by country.
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Table 1: Total Factor Productivity by WBI,
WBO, and ANS (per cent of times)

country WBI WBO ANS

Denmark 100 0 0 WBI only
Sweden 100 0 0
Netherlands 100 0 0
Ireland 100 0 0
Poland 100 0 0

United Kingdom 86 0 14 Mainly WBI
Finland 79 0 21
Luxembourg 71 29 0
Cyprus 71 7 21
Turkey 57 7 36

Estonia 0 100 0 WBO only
Hungary 0 100 0
Italy 0 100 0

France 0 93 7 Mainly WBO
Lithuania 14 86 0
Czech Republic 0 86 14
Slovakia 0 64 36
Austria 0 64 36
Spain 0 71 29
Germany 21 43 36

Croatia 21 36 43 Mainly ANS
Slovenia 21 7 71
Belgium 14 7 79

Note: authors’ own computations on PWT v.10, and Euro-
barometer data. WBI only: Well-being is an input all years,
WBO only: Well-being is an output all years, Mainly WBI:
Well-being is an input most of the years, Mainly WBO: Well-
being is an output most of the years, Mainly ANS: ANS is
an output most of the year. The share is computed over the
pooled sample of countries-years.

ii. Adjusted net saving is not an
output dANS = 0.

(b) an output only: dW BI = 0 and
dW BO = 1 and:

i. Adjusted net saving is an
output dANS = 1 or,

ii. Adjusted net saving is not an
output dANS = 0.

(c) an input and an output: dW BI =
1 and dW BO = 1 and:

i. Adjusted net saving is an
output dANS = 1 or,

ii. Adjusted net saving is not an
output dANS = 0.

(d) not an input and not an output:
dW BI = 0 and dW BO = 0 and:

i. Adjusted net saving is an
output dANS = 1 or,

ii. Adjusted net saving is not an
output dANS = 0.

Results

The results of the optimal selection
method indicate that life satisfaction ap-
pears either as an input or as an output
for almost all countries and all years con-
sidered (see Table 1). The countries where
life satisfaction is always or mainly an in-
put are the Nordic countries: Denmark,
Sweden, Finland; some western countries,
such as Luxembourg, Ireland, Netherlands,
United Kingdom; and Cyprus, Turkey and
Poland. These countries are characterized
by high levels of well-being. The coun-
tries where life satisfaction is an output are
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Figure 1: Segment of a Classification Tree to Group Countries Based on Life Satisfaction
(Input and Output) and Adjusted Net Savings.

Note: authors’ own computations on PWT v.10, and Eurobarometer data. very_I: share of people very
satisfied with their life (mid-year - input) very_O: share of people very satisfied with their life (beginning of
year - output) K: capital, ANS: adjusted Net Saving, WBI well-being input, WBO well-being output. Left
branch: condition is true. Right branch: condition is false.

Eastern countries, such as Estonia, Hun-
gary, Czech Republic, Slovakia and Lithua-
nia, and some western countries: for exam-
ple, Germany, Spain and France. OECD
(2020) note that these three last countries
are among the economies where the ma-
jority of the headline indicators compos-
ing the OECD Better Life Index index im-
proved. Belgium and Slovenia are the only
countries where adjusted net savings ap-
pear most of the time as an output. In-
terestingly, life satisfaction is never at the
same time an input and an output of the
production process, nor are adjusted net
savings and life satisfaction concurrently
outputs. Each year only one extra variable
is retained.

In sum, the method for optimal selection
of variables indicates that it is worthwhile
to correct traditional measures of produc-
tivity including life satisfaction among the
inputs and outputs of production.

What makes life satisfaction an input or
an output of the production process based
on our data? To answer this question, we
use a classification tree, a data exploration
tool that allows us to group similar observa-

tions. This technique is particularly useful
to investigate the features of country-years
(number of observations = 23 countries *
14 years = 322) when life satisfaction is an
input or life satisfaction and adjusted net
savings are outputs. The classification tree
selects countries into groups based on the
optimal values of the dichotomous variables
dW BI , dW BO, dANS .

Figure 1 shows some of the partitions
generated by the algorithm. We find that
a significant number of country-years for
which life satisfaction is an input are char-
acterized by a large share of their popu-
lation being very satisfied with their life
(over 36 per cent). This group includes
countries such as: Denmark, Luxembourg,
Netherlands, Sweden, United Kingdom and
Poland. The latter is rather an exception.
It differs from the other countries, as it ex-
hibits a lower share of very satisfied people
(between 11 per cent and 36 per cent), and
a low level of physical capital compared to
its GDP.

Countries listing adjusted net savings as
outputs are divided into two main groups:
the first one is characterized by countries
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Chart 1: Correlation Between Average Malmquist (TFP) and Well-Being Adjusted
Malmquist (Productivity) Indices in European Countries, 2005-2018

Note: Each indicator minus 1 is a growth rate. A value of 1 means a growth rate of 0.

with a relatively large share of people very
satisfied with their life, high GDP, and high
adjusted net savings (this is the case of Bel-
gium, for instance). The second group in-
cludes countries with an average share of
people very satisfied with their life, or with
a relatively high value of adjusted net sav-
ings. Slovenia and Turkey are examples of
countries belonging to this group. For the
remaining countries, mainly characterized
by low shares of people very satisfied with
their life, life satisfaction appears mainly
an output of the production process.

If it is meaningful to add life satisfaction
among the inputs and outputs of produc-
tion, what would such well-being adjusted
productivity look like? This is the last
step of our analysis: we compute well-being
adjusted Malmquist productivity (see the
vertical axis of Chart 1), and we contrast
it with traditional Malmquist productiv-
ity index (see the horizontal axis of Chart

1). By traditional Malmquist we refer to
a TFP Malmquist indicator computed us-
ing solely GDP, capital and labour. Re-
call that well-being adjusted productivity
includes life satisfaction as an input and
as an output, assumes constant returns to
scale, and it is based on an output-oriented
method.12

We recall that DEA is a benchmarking
exercise where countries having the best
performance receive a score of 1 and are
on the frontier. The lower the score is,
the less efficient countries are. In our
case, 4 countries are always on the frontier:
Italy, Ireland, Poland, and Denmark. Lag-
gard countries, with the lowest average per-
formance, are Eastern European countries
such as Slovenia (average score 0.75), Croa-
tia (0.77), Czech Republic (0.77), Slovakia
(0.85) or Lithuania (0.88). Luxembourg is
an interesting case: it was on the frontier
from 2005 to 2009 and then its score de-

12 See Grifell-Tatj and Lovell (1995) for a presentation of Malmquist TFP indexes

74 NUMBER 43, FALL 2022



Chart 2: Changes Over Time of Malmquist Index and of the Well-Being Adjusted
Productivity Index. (European Averages, 2010=100).

Note: authors’ own computations on PWT v.10, and Eurobarometer data.

creased constantly to reach a value of 0.79
- one of the least efficient countries in 2017.

Chart 1 indicates that, in general, if
a country has a positive growth rate for
TFP (Malmquist over unity), it has also
a positive growth rate for well-being ad-
justed productivity. The two measures cor-
relate quite well for some countries, such
as Luxembourg. However, the association
between the two measures is not statisti-
cally significant: some countries have a sig-
nificantly lower well-being Malmquist than
TFP Malmquist (Slovakia is a good exam-
ple), whereas other countries, such as Italy
or Spain, report almost no TFP growth,
but large well-being adjusted Malmquist
values. In other words, when we account
for life satisfaction among the inputs and
outputs of production, we find that some
countries appear more efficient in trans-
forming inputs into outputs than they usu-
ally are using Malmquist index. The Spear-
man’s rho of similarity of rankings is 0.10,
not statistically significant (Prob > |t| =
0.6472). Thus, we conclude that the two

indexes provide significantly different infor-
mation from each other. The top five coun-
tries in the well-being adjusted Malmquist
ranking are Italy, Ireland, Spain Czech Re-
public and Croatia. The bottom five are:
Belgium, Netherlands, Sweden, Turkey and
Estonia.

The comparison of European averages
of the two indexes over time reveals
that Malmquist TFP is less volatile than
well-being adjusted Malmquist (Chart 2).
Moreover, the trend of well-being adjusted
Malmquist seems at odd with the trend
of Malmquist index. We can distinguish
two periods: the first one, from 2005 to
2009, is characterized by a positive trend
for well-being adjusted Malmquist index,
and a negative one for Malmquist index.
The second period, from 2009 on-ward, is
characterized by an uninterrupted growth
of the Malmquist index, and flat (if not
declining) well-being adjusted Malmquist
index. The break in the trend of well-
being adjusted Malmquist index between
2013 and 2014 appears as particularly strik-
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ing (see Chart 2).

Conclusion

Is it desirable and possible to build mea-
sures of productivity that account for peo-
ple’s well-being? Our answer, based on
data from 23 European countries moni-
tored over 14 years, is affirmative. It is
indeed desirable to build improved mea-
sures of productivity that take into ac-
count the fact that economic activity, per
se, is not strictly good or bad for quality
of life and for the environment. From this
point of view, much of previous work fo-
cused on providing frameworks to integrate
(mainly) environmental variables into tra-
ditional productivity measurements. It is
also desirable because recent studies pro-
vided convincing evidence that people’s
well-being contributes to productivity, and
that subjective well-being is not neces-
sarily an outcome of the production pro-
cess. In 1968, Kennedy stated that GDP
“measures everything in short, except that
which makes life worthwhile”. We also
show that it is possible to integrate sub-
jective well-being measures into traditional
productivity computations, thus trying to
go beyond the usual economic variables.
Our answers are based on a data-driven
approach for optimal selection of variables
(Toloo et al., 2021).

Specifically, we investigate whether life
satisfaction — a widely used, valid and
reliable measure of subjective well-being
— contributes meaningfully to productiv-
ity measures as an input and/or as an out-
put, and that at the same time adjusted net
savings — a proxy for sustainability — is
an output of production. Results indicate

that life satisfaction should be considered
among the inputs and the outputs of pro-
duction. Moreover, we found that life satis-
faction is likely an input in countries where
the share of people very satisfied with their
life is high (above 36 per cent). Conversely,
life satisfaction is likely an output in coun-
tries where the share of people very satis-
fied with their life is low.

We used the results of our anal-
ysis to compute well-being adjusted
Malmquist productivity indexes, and we
contrasted the new variable with conven-
tional Malmquist indexes. Evidence indi-
cates that the ranking of countries based on
well-being adjusted Malmquist indexes is
significantly different from the one derived
from the usual Malmquist index. The cor-
relation coefficient of the Spearman’s rank
test is 0.10, not statistically different from
zero. Finally, the changes over time of the
European averages of the two indexes in-
dicate that well-being adjusted Malmquist
indexes are more volatile than the usual
indexes, and the two follow different tra-
jectories: the first period, between 2005
and 2008, shows a positive trend which
continues until 2013 when it reverts. The
well-being adjusted Malmquist index in-
dicates a remarkable break in the series
between 2013 and 2014. The Malmquist
index, on the contrary, follows a positive
trend from 2009 onward.

Our work is not free from limitations
and caveats. As we do not detect life
satisfaction as an output and simultane-
ously as an input, we do not definitely
solve the issue about what is the best in-
dicator to compare countries. However,
our results indicate that life satisfaction
should be taken on board. We do so by
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including it among the inputs and the out-
puts of production. Furthermore, produc-
tivity indicators based on DEA are usu-
ally decomposed into efficiency and tech-
nical change. In our case, it is challeng-
ing to conceptualize the meaning of techni-
cal change for well-being adjusted produc-
tivity indicators. Perhaps, new wordings,
such as societal progress, should be intro-
duced to speak about technical change in
relation to well-being. We also point out
that high productivity growth rates can co-
exist with deteriorating economic and so-
cial conditions. As the efficient frontier is a
relative benchmark, an inefficient country
may experience productivity growth if best
performers lose efficiency. Under these cir-
cumstances, productivity growth does not
reflect economic and social progress.

It is also important to clarify some
caveats related to the application of effi-
ciency to subjective well-being. First, we
stress that the underlying idea of efficiency
indicators is that improvements can be at-
tained when less inputs are used to pro-
duce at least the same level of output. In
other words, from the efficiency point of
view, if subjective well-being is an input, it
may be optimal to reduce it. This option
may not be socially desirable or acceptable.
Thus, our productivity measure implicitly
assumes that governments are benevolent
and interested in expanding well-being.

Another caveat has to do with the sub-
stitutability of outputs. Assume that the
computation of productivity indexes uses
subjective well-being, adjusted net saving,
and GDP as outputs. In this circum-
stances, the level of productivity could re-
main the same if the combination of out-
puts (aggregate value) remains unchanged.

This is equivalent to saying that GDP, sus-
tainability, and subjective well-being may
be substitutable. This is the same cri-
tique that is often applied to indicators
of sustainability drawing a distinction be-
tween weak and strong sustainability. In
this case, our well-being adjusted measure
of productivity is a weak-productive-well-
being indicator.

With these limits and caveats in mind,
we believe that our contribution provides
a sensible framework to include direct
measures of utility (subjective well-being)
in traditional productivity computations.
This framework is in its infancy and could
be refined in various ways. For instance, it
would be interesting to check the robust-
ness of our findings for a longer time-series
and a larger sample of countries, not just
European ones. It would also be desirable
to check to what extent our results are ro-
bust to the use of objective measures of
well-being, such as mental health, cortisol
levels and other bio-physical markers, or
drug consumption. Unfortunately, to the
best of our knowledge, objective measures
of well-being are not widely available or
comparable across countries and over time.
Another interesting approach would be to
consider the creation of well-being as a sev-
eral step process using network DEA. In a
first step, GDP and adjusted net savings
result from the use of economic resources
such as labour and capital. Then, as a
second step, GDP and adjusted net sav-
ings generate well-being. Finally, we do
not investigate, the computation of shadow
prices associated to well-being variables.
As explained by Forsund (2018), it would
help to assess the marginal productivity of
input xj in terms of the output of type yi
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but also the marginal rate of transforma-
tion between output yi and yi′, and, the
marginal rate of substitution between in-
put xj and xj′. It would certainly offer
interesting insights on the contribution of
well-being to productivity.
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Reflections on Measuring and
Improving Productivity When
Subjective Well-being Is the
Objective

John F. Helliwell
University of British Columbia1

It marks an important step to expand
the study of productivity to treat subjec-
tive well-being rather than GDP as the ob-
jective. At the national level, this might
involve using an aggregate equation ex-
plaining national average life evaluations
instead of a production function explain-
ing GDP in terms of labour, capital and
natural resources. Earlier attempts to ex-
pand GDP-based measures of productivity
to something more appropriately reflecting
underlying utility have involved correcting
GDP in the manner suggested by Nord-
haus and Tobin (1973), and also by Stiglitz
et al. (2009) without implying any funda-
mental changes to how productivity analy-
sis should be done.

A middle ground might involve moving
away from the production side towards the
income side, as Nick Oulton (2022) has
done. This comes closer to the geographic
and conceptual basis of the well-being ap-
proach by focusing on the people rather
than the production process itself. That

is also, on a geographic basis, likely to per-
mit delving into narrower geographies bet-
ter than does the pure capital/labour pro-
duction model assumed by Agarwala et al,
(2021).

To move the basic measure of output
from produced goods and services to sub-
jective well-being requires a much more
fundamental transformation. First, it is
necessary to choose a preferred measure
of subjective well-being that has reason-
ably good claims to represent utility. The
choice has generally favoured an umbrella
life evaluation measure that has claims to
include due account for income and health,
the quality of institutions, the quality of
the social context, and the variety of pos-
itive and negative emotions that affect
how people feel about their lives (Helliwell,
2021). These umbrella life evaluations are
typically given by answers to questions ask-
ing people to rate their current lives on a
scale running from 0 at the bottom to 10 at
the top. Alternative versions of this ques-

1 The author is Professor Emeritus in the Vancouver School of Economics at the University of British Columbia.
Email: john.helliwell@ubc.ca.
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tion ask about satisfaction with life, about
happiness with life, or as a ladder that uses
10 as the top and 0 the bottom of possible
lives. The levels of the answers to these al-
ternative formulations can differ, but their
estimated linkage to the various explana-
tory factors is remarkably similar (Helli-
well, et al. 2017:10-12, and Helliwell, 2021),
and the relative importance of the key vari-
ables is remarkably consistent around the
globe (Helliwell et al., 2015).

How to measure well-being productivity?
The simplest first step might be to ask how
well countries do at converting convention-
ally measured GDP into life evaluations.
But if it is possible to prepare a credible list
of other factors contributing to higher life
evaluations, then a regression of life eval-
uations on these variables provides what
might be thought of as a production func-
tion for well-being. What might be an ap-
propriate measure of efficiency? It is pos-
sible to simply treat the underlying vari-
ables as inputs analogous to the capital and
labour inputs appearing in a production
function for GDP, and to treat the resid-
uals as a measure of efficiency analagous to
X-efficiency or some combination of Solow
residuals (or Solow/Swan residuals in an-
tipodean accounts like those of Tim Hazle-
dine (2022), and of Jaime Legge and Conal
Smith (2022)), and a time trend. But what
then? If some nations are happier than
others, whether because they have higher
values for the variables explicitly included
in the well-being equation (as explained
by Sarracino and O’Connor (2022), the six
variables used in the WHR modelling are
GDP per capita, healthy life expectancy,
someone to count on, perceived freedom to
make key life choices, generosity, and trust,

as measured by the absence of corruption)
or because they have positive residuals for
the underlying equation, how can this be
used to signal where efforts could best be
directed to make for happier lives? There
are no easily established production mod-
els for the creation of any of the five WHR
variables beyond income, and even less is
known for additional factors not included
in the available data and modeling.

An alternative approach is taken by
Legge and Smith (2022), who add social
capital and natural capital to produced
capital and labour to estimate total fac-
tor productivity for well-being after using
an exogenous adjustment for possible re-
sponse bias based on the well-being re-
sponses of immigrants. They find, rea-
sonably enough, that the well-being con-
sequences of the four capitals are very dif-
ferent. This is not the place to comment
in detail on these results, but their Fig-
ure 3 suggests strongly that their use of
immigrant well-being differences to iden-
tify response biases has produced a posi-
tive response bias in the Nordic countries
where straightforward analysis of residuals
in global well-being equations with com-
mon global parameters would not give that
result.

I suspect that if they shifted to a more
global data sample, their results would be
very different. Analysis of migration from
very many countries to a given destina-
tion has indeed shown limited evidence
that immigrants from some source coun-
tries have higher or lower life satisfaction
than their locally born counterparts (Helli-
well, Shiplett, and Bonikowska, 2020). But
the differences are very small, and, as with
Legge and Smith, are as amenable to ex-
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planation by advantages and disadvantages
that migrants bring with them as by what
they describe as cultural bias.

The most valuable feature of that part
of their analysis is to provide a robust-
ness check on the main features of their re-
sults. If plausible scales for differing local
response styles or unmeasured cultural in-
fluences do not change the key conclusions
in a material way, that increases the weight
that can be attached to the results. The
same applies, of course, for the use of al-
ternative assumed functional forms for the
models used by them and others to explain
subjective well-being. In any event, their
analysis faces a similar issue to that fac-
ing the GDP-based approaches: that there
are no ways of untangling missing variables,
nor of assessing the consequences for the
choice of public polices, beyond the impor-
tant result (in the Legge and Smith analy-
sis) that social trust, as proxied by lack of
corruption, appears to have a substantial
impact on subjective well-being, as found
in many other studies.

What can be done to increase the policy
applicability of well-being analysis? Fortu-
nately, subjective well-being can be mea-
sured at all geographies and for most or all
population sub-groups. This means that
the levels and distribution of well-being can
be assessed at many interesting nodes of
the economic, geographic and social fab-
rics, thereby locating places and situations
where lives could be better, and clues to
what might be done to improve them. The
fact that individual life evaluations are the
primary source for well-being measurement
also opens the door for individual-level ef-
ficiency analysis of the sort suggested and
applied by Binder and Broekel (2011).

How can well-being equations be used
to create a work plan for how to use re-
search and resources to improve well-being
productivity? First, the coefficients in life
satisfaction equations, to the extent they
are reasonably applicable to local circum-
stances, can be used to attach shadow val-
ues for increases in the levels of each of
the driving variables. The ratios of the co-
efficients can be used to estimate the im-
provement in well-being that would result
from an increase in any of the supports for
well-being. Where one of the coefficients in
question is that for income, then it gives for
the other variable a compensating differen-
tial of the sort used by Adam Smith cen-
turies ago, and others more recently (e.g.
Helliwell and Huang, 2010) to think about
the values of non-pecuniary aspects of a
job. Even more straight-forwardly, the co-
efficients on each variable provide an es-
timate of the increase in well-being that
might accompany an increase in one of the
supporting variables.

How then can these relative values be
used to form a ranking among alternative
ways to improve well-being? At the ag-
gregate level, there are no clear production
functions for the creation of health, social
support, freedom and altruism, but this
is where the detail and specificity of well-
being analysis can help. Within health,
there are many possibilities for rearrang-
ing the technology and delivery of health
care in ways that improve the lives of pa-
tients and providers, curing illnesses while
also building rather than just repairing
physical and mental health. In education,
researchers are increasingly applying the
lessons of positive education, finding ways
that still deliver the necessary 3 Rs mon-
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itored by the long-standing PISA studies,
while also making education a positive ex-
perience for teachers, students and fam-
ilies, and simultaneously creating values
and life skills to support happier futures.
And there is growing study of how to make
for happier workplaces, for happier cities,
and better mental and physical health. The
2022 Global Happiness and Well-Being Pol-
icy Report presents examples from around
the world of policies designed to improve
well-being in all these sectors, although in
most cases the attractiveness of the policies
is expressed in instrumental terms, with
conventional sector-specific objectives be-
ing the currency of choice (Global Hap-
piness Council, 2022). It has been com-
mon, especially in well-being analysis of
the workplace (Cotofan et al., 2021) and
health, and indeed more generally (de Neve
et al, 2013), to take an instrumental ap-
proach to subjective well-being, something
to be improved because it will thereby re-
duce quit rates, mortality (Rosella et al.,
2019) hospitalizations (De Prophetis et al.,
2020), or health care costs (Goel et al.,
2018). As a strategy for introducing sub-
jective well-being into policy discussions,
this has advantages, since it offers policy
makers possible ways to achieve the pre-
existing objectives at a lower cost and on a
more sustainable basis.

Peroni, Pettinger and Sarracino (2022)
in this symposium provides another use-
ful example of an instrumental approach,
showing that both job quality and job sat-
isfaction have positive linkages to industry-
level measures of output per worker.

But making subjective well-being the ob-
jective, and not just an instrument to im-
prove other outcomes, requires a further

shift in thinking and analysis. If higher
life evaluations really are the objective,
then that is how the analysis should be
framed, with conventional inputs and out-
puts mainly entering via their impacts on
the net resource requirements to achieve
higher well-being (e.g. Frijters et al, 2020,
Helliwell et al, 2020, 2021, Layard and
O’Donnell, 2015, Layard, 2021). Seen
in this context, happier workplaces con-
tribute both through their direct impacts
on life evaluations and through their abil-
ity, as found by Peroni et al., to im-
prove conventional productivity measures.
Equally, a sense of community belonging
contributes to better lives instrumentally
though improved health status (Michalski
et al. 2020), and also more directly as a
driver of overall life evaluations (Helliwell
et al. 2019).
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Abstract

The development of production networks has promoted knowledge flows and technology

diffusion among industries over the past decades, which affects the productivity growth for

countries within these networks. This article examines productivity growth in the pres-

ence of inter-sectoral linkages. We construct a spatial production model with technological

spillovers and productivity growth heterogeneity at the industry-level. We use the global

value chain (GVC) linkages from inter-country input-output tables to model the techno-

logical interdependence among industries, and estimate total factor productivity (TFP)

growth and its spillover among European countries. We find that the spillover effects from

intermediate inputs are significant. There is a network effect of TFP growth from one

country to another through input-output linkages. We provide a better understanding of

the impact of spillover effects on TFP growth in the context of GVCs.

The allocation of resource use within
the global value chain (GVC) is one of
the more important drivers of global eco-
nomic growth in recent decades, connect-

ing the industrial systems of various coun-
tries into a global production network. As
goods and services production is increas-
ingly fragmented, the growth of one coun-

1 Weilin Liu and Qian Cheng are with the Institute of Economic and Social Development at Nankai University in
Tiangin, China. Robin Sickles is Professor of Economics at Rice University. The authors thank two anonymous
referees for their comments. Emails: liuwl@nankai.edu.cn, 2120193047@mail.nankai.edu.cn, rsickles@rice.edu.
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try may be more dependent on the growth
of other countries than in the past. Tech-
nology improvements in one industry may
be transmitted to all industries in the pro-
duction network through the input-output
linkages. For example, the development
of new energy batteries will promote the
innovation and development of the down-
stream automobile industry. By using di-
versified and advanced spare parts from
upstream, the downstream manufactures
can create high-quality vehicles, to achieve
their own technological progress or im-
provement, thus boosting productivity.

The economic integration in Europe and
progress in the “European Single Market”
has facilitated the movement of goods, ser-
vices, capital and people among member
states of European Union and has enabled
member states to concentrate on a specific
product or even a segment or component in
the supply chain. The development of pro-
duction networks across countries in this
region contributes to the optimization of
spatial allocation of resources and thus con-
tributes to country and to world productiv-
ity growth.

Figure 1 displays the inter-sectoral net-
work across countries in the European area
(as in Panel A and Panel C) based on
the input-output linkages. Each vertex in
the figures corresponds to an industry de-
tailed product-by-product direct require-
ments table. For every input transaction
greater than the threshold of 2.5 per cent

of the total intermediates purchases for an
industry, a link is drawn between this in-
dustry and its input supplier.2 Panel B
and Panel D are the inter-sectoral net-
work diagram of the US-Asia Pacific area
with the same threshold value for compar-
ison.3 International linkages among Euro-
pean countries are much denser than that
among the Asian countries in our sample,
which suggests that although Asia is the
global manufacturing center, the produc-
tion network is mainly concentrated within
their national borders, whereas the Euro-
pean countries are more successful in the
development of international value chain
co-operations. Panel A and Panel C of
Figure 1 suggest the different positions of
European countries in the network and its
evolution over time.

Germany is shown to be a regional sup-
ply hub, with the most extensive interna-
tional downstream linkages to the indus-
tries in other EU countries, which suggests
that it has the broadest range of customers
in Europe during our sample period 2000 to
2014. Belgium had the largest number of
international suppliers in Europe in 2000.
However, this position was taken by Aus-
tria in 2014. The variation of relative po-
sition of countries in the network implies
the changes in the pattern of supply chain
across European countries. The total num-
ber of international linkages among the 297
industries of the ten European economies
and the United States increased by one-

2 The European countries include Austria, Belgium, the Czech Republic, Germany, Denmark, Finland, France,
Italy, the Netherlands and Sweden, which along with the United States are the foci of productivity analyses
in this article.

3 The countries whose networks are displayed for the Asia Pacific area include China, Indonesia, India, Japan
and Korea.
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Figure 1: Intersectoral Network Corresponding to the World Input-Output Tables
Panel A: Network of EU-10 and the US in 2000

Panel B: Network of Asia-Pacific and the United States in 2000

88 NUMBER 43, FALL 2022



Panel C: Network of EU-10 and the United States in 2014

Panel D: Network of Asia-Pacific and the United States in 2014

Notes: For every input transaction above 2.5% of the total input purchases of a sector, a link is drawn between
that sector and the input supplier.
Source: 2016 release of the World Input-Output Database (WIOD)
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third from 290 in 2000 to 384 in 2014,
while the total number of domestic link-
ages declined by 8.3 per cent (from 2,447
in 2000 to 2,244 in 2014). This suggests
that the European countries are integrating
their economies and thus becoming more
interdependent through the growing cross-
country inter-sectoral linkages.

In contrast, the total number of inter-
national linkages among the 162 industries
of the five major economies in the Asia-
Pacific area as well as the United States
only increased by 21.6 per cent (from 37
to 45), while the number of domestic link-
ages rose 1.8 per cent (from 1,422 to 1,447),
as shown in Panel B and Panel D in Fig-
ure 1. The increasingly integrated Euro-
pean value chains offer more opportunities
for these countries to appropriate advanced
frontier technologies and thus promote to-
tal factor productivity (TFP) growth. Nev-
ertheless, the spillover effects from input-
output linkages are not considered in most
empirical studies on productivity measure-
ment. In this article, we explore the trans-
mission channels of technology spillovers
and empirically examine the impact of such
spillovers on TFP growth, as a complement
to the existing literature.

Our work is related to two strands of
the literature. The first is a growing lit-
erature investigating the relationship be-
tween productivity growth and participa-
tion in the global value chain. Timmer
et al. (2014) summarized the effects of
global value chains on industry productiv-
ity growth through input-output linkages.
Halpern, Koren and Szeidl (2015) used a
structural model to explore the impact of
imported inputs on productivity. Dhyne
and Duprez (2017) examined the participa-

tion of global and local value chains and its
implication for the efficiency level in Bel-
gian firms. Lu et al. (2018) found that
there is a positive relationship between firm
foreign value-added ratio (FVAR) and pro-
ductivity. Timmer and Ye (2020) used the
growth accounting framework to analyze
factor inputs and TFP growth in GVCs.
However, most of these studies assumed
that the production technology of indus-
tries or firms are independent and did not
consider possible interdependencies in the
production network. We differ from this
literature by incorporating the spillover ef-
fect of production processes, focusing on
the impact of the network effect from fac-
tor inputs and technology on TFP growth
in the context of GVCs.

Our research also relates to studies
that investigate the impact of technolog-
ical spillovers in the form of patents as
well as spillovers from product competition
on productivity growth. Bloom, Schanker-
man and Van Reenen (2013) and Luck-
ing, Bloom and Van Reenen (2019) dis-
cussed two types of spillovers: knowledge
spillovers in the technology space and prod-
uct market rivalry in the product market
space. Their studies are focused on the
spillovers among firms that use patenting
in similar technological areas that sell prod-
ucts in the same market. Griliches (1979)
discussed another kind of spillover that af-
fects productivity improvement in an in-
dustry (say industry i) by purchasing in-
termediates from another industry, to the
extent that the productivity improvements
in the other industry have not been appro-
priated by its producers and not been in-
corporated in the official price indices of in-
dustry i by the relevant statistical agencies,
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referred to as “rent spillover.”
Our study differs from Feenstra et al.

(2013) and Feenstra, Inklaar and Timmer
(2015), who measured productivity growth
by the Tornqvist index using a growth ac-
counting framework based on the residual
of output growth and total input growth.
We estimate TFP growth using econo-
metric procedures which allow us to esti-
mate sectoral productivity with flexibility
in the specification of the spatial produc-
tion function. The empirical specification
of technology spillovers in this article dif-
fers from several previous studies. First,
while Ho, Wang and Yu (2018), among oth-
ers, argued that a spatial weight matrix
based on international trade flows could
capture multi-country technological inter-
actions, we believe that using intermediate
flows as the interaction matrix is more ap-
propriate. The role of intermediate flows as
a channel for shock propagations has been
investigated in recent studies of production
networks.4 This is because, as an impor-
tant vector of knowledge diffusion, inter-
mediate flows better represent and reflect
communication and cooperation in produc-
tion among industries.

Second, several studies in this literature
are based on the assumption of homogene-
ity in productivity growth across industries
(Ertur and Koch, 2007; Liu and Cheng,
2021). Due to the technical and economic
features of each sector, the specification
of homogenous parameters when modeling
economic growth may be inaccurate, as was
shown by Durlauf (2001). Therefore, we

use a flexible spatial Cobb-Douglas produc-
tion function and a parameter identifica-
tion empirical methodology based on a spa-
tial time-varying stochastic frontier, which
allows for the heterogeneous technological
progress and technology spillovers at the in-
dustry level. Furthermore, unlike the im-
posed distribution assumptions in Glass,
Kenjegalieva and Sickles (2016), we com-
bine the spatial econometrics with the pre-
vious work of Cornwell, Schmidt and Sick-
les (1990) for estimation, which does not
require further parametric assumptions on
the distribution of the inefficiency term.

Furthermore, a few recent papers are
more closely related to our work. Liu
and Sickles (2021) combine the method-
ology of spatial econometrics model and
time-varying stochastic frontier to esti-
mate the industry-specific productivity and
spillovers within the Asia-Pacific value
chain. Following this method, Liu, Sickles
and Zhao (2022) estimate the technology
spillover between the United States and
China and evaluate the impact of simu-
lated US-Sino trade decoupling scenarios.
Although the estimation technique is re-
lated to ours, both papers assume a linear
technology progress and only measure the
gross spillover received or offered by indus-
try. Our analysis considers the non-linear
technology progress which is more consis-
tent with the global trend of slowdown in
TFP growth and investigates the spillover
from a more detailed network perspective
that distinguishes the source and destina-
tion of spillover effect by countries.

4 See Acemoglu et al. (2012); Acemoglu, Akcigit and Kerr (2016); Autor and Salomons (2018); Carvalho and
Tahbaz-Salehi (2019); Bigio and La’O (2020).
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The main contribution of the article is to
investigate the TFP growth and spillover in
European countries with a spatial econo-
metric model with heterogeneous technol-
ogy progress. First, we extend the Cobb-
Douglas production function with technol-
ogy spillover incorporated, in which the pa-
rameters can be empirically estimated and
used to measure industry TFP growth with
interdependence. Second, we investigate
the TFP growth of ten EU countries over
the period 2000-2014, and find the corre-
lations between industry TFP growth and
GVC participation. Third, we estimate the
network effect of TFP growth for manu-
facturing sectors of EU countries, based
on which we further decompose the net-
work effect into a domestic and interna-
tional component.

The remainder of our article is organized
as follows. In the next section we introduce
our model specification and methodology
for examining the spillover effect of factor
inputs as well as TFP growth. Section 3
describes our data and reports descriptive
statistics. Section 4 presents our empiri-
cal results with the spatial production func-
tion. Section 5 focuses on the TFP growth
for European economies. Section 6 illus-
trates the spillover effect of TFP growth
using the matrix of marginal output. Sec-
tion 7 concludes.

Model

In this section, we present our spatial
production model to allow interdependence
in production and heterogeneity in produc-
tivity growth at the industry-level. We
then derive output elasticities for the input
factors using the matrix of partial deriva-

tives of output with respect to the corre-
sponding factor. We use these measures to
examine the spillover effects of factor in-
puts and TFP growth.

Interdependent industrial production
function

Consider the production network con-
sisting of N industries, where each indus-
try’s production function can be repre-
sented by a Cobb–Douglas function that
exhibits constant returns to scale in capi-
tal, labour and intermediate inputs. Then,
for industry i at time t, we have:

Yit = Ai(t)Kit
αMit

βLit
1−α−β

i = 1, ..., N t = 1, ..., T

where Yit is total output, Kit, Mit and
Lit are the capital, intermediates, and
labour used in industry i, with α, β and
1−α−β as the factor output elasticity, re-
spectively. Ai(t) is the industry-level TFP
and is time specific and industry specific.
Therefore, output per worker can be writ-
ten as:

yit = Yit

Lit
= Ai(t)(

Kit

Lit
)α(Mit

Lit
)β(Lit

Lit
)1−α−β

(1)

= Ai(t)kα
itm

β
it

where yit, kit and mit are output per
worker, capital per worker and interme-
diate per worker, respectively. Due to
technological interdependence among in-
dustries, the productivity level Ai(t) is
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given by:

Ai (t) =

Ωi(t)
N∏

j ̸=i

Aj (t)ρwij

N∏
j ̸=i

kjt
ϕwij

N∏
j ̸=i

mjt
φwij

(2)

In equation (2), the productivity level of in-
dustry i contains three major components.
First, a proportion of technological change
is exogenous and Hick-neutral, which varies
both over industries and over time, given
by Ωi(t) = Ωi(0)eRi(t)+vit where Ωi(0) de-
notes the initial technology level of indus-
try i, and Ri(t) = δ1it + δ2it

2 is a quadratic
function approximating the time-varying
component, vit is the approximation error
for the level of technology.

Second, technical progress of industry i is
assumed to be affected by technological ad-
vances in neighboring industry j , and this
effect depends on the strength of interde-
pendence between industry i and industry
j , which we denote as wij .

Third, following the Arrow-Romer’s
physical capital externalities (Arrow, 1962;
Romer, 1986), capital deepening in neigh-
boring industries may increase the total
capital stock in the society, in which case
the economy will accumulate knowledge
and bring productivity gains to the indus-
try in question. Similarly, according to
studies on vertical specialization and off-
shoring (Grossman and Rossi-Hansberg,
2008; Baldwin and Robert-Nicoud, 2014),
an increase in the intermediate input per
worker of its upstream suppliers or down-

stream customers can promote productiv-
ity growth due to a deepening in the di-
vision and specialization of the production
network (denoted as intermediate deepen-
ing).

We can resolve equation (2) for Ai (t),5

substitute Ai (t) into the production func-
tion (1), and express the logarithm of out-
put per worker in matrix form as:

lny =ρ (W ⊗ IT ) lny + αlnk + βlnm

+ Γ0 + Γ1t + Γ2t2 + v

+ (ϕ − αρ) (W ⊗ IT ) lnk

+ (φ − βρ) (W ⊗ IT ) lnm

(3)

where y, k, m and v are NT × 1 vec-
tors, W is a N × N spatial weights ma-
trix, Γ0 = lnΩi(0) ⊗ ιT , Γ1 = δ1i ⊗ ιT ,
Γ2 = δ2i ⊗ ιT , ιT is the T dimensional vec-
tor of ones. It is the Spatial Durbin Model
(SDM) that we will use for our estimations.

Spillover of factor inputs

Due to the interdependence of produc-
tion, the usual interpretation of α and β as
output elasticities is invalid for the spillover
effect of factor inputs. Taking the out-
put elasticity of capital, for example, the
variation of output is not only affected by
the change in an industry’s own capital in-
put, but also by the change of neighboring
industries’ capital inputs. Therefore, we
compute direct and indirect elasticities us-
ing the approach proposed by LeSage and

5 More details are presented in the online Appendix A found at www.csls.ca/ipm43-Sickles/appendix.
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Pace (2009). Then the matrix of partial
derivatives of output per worker y, with re-
spect to per worker capital k, in industry
1 ∼ N and in period t is written as:

Ek ≡
[

∂lny

∂lnk1
,

∂lny

∂lnk2
, · · · ,

∂lny

∂lnkN

]
t

(4a)

=


∂lny1
∂lnk1

∂lny1
∂lnk2

· · · ∂lny1
∂lnkN

∂lny2
∂lnk1

∂lny2
∂lnk2

· · · ∂lny2
∂lnkN...

... . . . ...
∂lnyN

∂lnk1

∂lnyN

∂lnk2
· · · ∂lnyN

∂lnkN


t

= (IN − ρWN )−1 (4b)


α w12(ϕ−αρ) ··· w1N (ϕ−αρ)

w21(ϕ−αρ) α ··· w2N (ϕ−αρ)
...

... . . . ...
wN1(ϕ−αρ) wN2(ϕ−αρ) ··· α



Then the mean output elasticity of own
capital input for all industries can be mea-
sured by the average of the diagonal ele-
ments of the matrix derived from equation
(4b), representing the percentage change
of an industry output per worker due to
a percentage increase in its own capital per
worker. Note that these own effects include
the feedback effects that arise as a result of
effects passing through neighboring indus-
tries and back to the industries themselves
via the input-output linkages. The mean
output elasticity of neighboring industries’
capital input, which we denote as the net-
work effect, is the average column sum of
the off-diagonal elements in the matrix de-
rived from equation (4b), which represents
the impact of a percentage change in an
industry’s capital per worker on the out-
put per worker of all other industries. The

mean overall effect of capital, reflecting the
average impact of changing a percentage of
capital per worker to the output per worker
of all industries in the production network,
is measured by the sum of the own effect
and the network effect. Similarly, we can
derive the own, network and overall effect
of intermediate inputs. In the global value
chain setting, we can further decompose
the network effect into a domestic network
effect coming from domestic inter-industry
linkages and an international network ef-
fect coming from industrial linkages across
countries, based on the information pro-
vided in the world input-output tables (Liu
and Cheng, 2021).

TFP growth and spillover in EU

Differentiating equation (3) with respect
to the time trend in period t, we obtain the
spillover effects of technical progress:

gt ≡
[

∂lny

∂t

]
(4)

= (IN − ρW )−1


R1(t)′ 0 ··· 0

0 R2(t)′ ··· 0
...

... . . . ...
0 0 ··· RN (t)′



=


w̃11R1(t)′ w̃12R2(t)′ ··· w̃1N RN (t)′
w̃21R1(t)′ w̃22R2(t)′ ··· w̃2N RN (t)′

...
... . . . ...

w̃N1R1(t)′ w̃N2R2(t)′ ··· w̃NN RN (t)′


where Ri(t)′ = ∂Ri(t)/∂t = δ1i + 2δ2it is

the independent TFP growth of industry i,
w̃ij is the (i,j)th element of (IN − ρW )−1.
In the diagonal element of the matrix in
equation (5) is the own effect gown

t , repre-
senting the productivity change of indus-
try itself at time t. The off-diagonal el-

94 NUMBER 43, FALL 2022



ement of the matrix is the network effect
gnetwork

t , which corresponds to the spillover
effect of TFP growth from neighboring in-
dustries. For example, w̃21R1(t)′ represents
the productivity change attributed to the
spillover that originate from industry 1 and
received by industry 2. Therefore, the in-
dex of rows denotes the industry of spillover
receiving and the index of columns denotes
the industry of spillover offering. Further-
more, assuming there are s countries in
the production network and q industries in
each country, by partitioning the matrix of
gnetwork

t into block matrices, we can rewrite
gnetwork

t to decompose the spillover trans-
mitted domestically and internationally as:

gnetwork
t =


0 w̃12R2(t)′ ··· w̃1N RN (t)′

w̃21R1(t)′ 0 ··· w̃2N RN (t)′
...

... . . . ...
w̃N1R1(t)′ w̃N2R2(t)′ ··· 0



=


g̃11

t g̃12
t · · · g̃1s

t

g̃21
t g̃22

t · · · g̃2s
t

...
... . . . ...

g̃s1
t g̃s2

t · · · g̃ss
t

 (5)

where g̃ij
t is a q×q submatrix of gnetwork

t .
The submatrices in main block diagonal g̃ii

t

denotes the spillover of productivity growth
within country i. The submatrices in off-
diagonal g̃ij

t represents that the spillover
of productivity change across borders goes
from country j to country i (e.g g̃12

t repre-

sents the spillover from country 2 to coun-
try 1).

Data

We draw our data from the EU KLEMS
dataset. The 2017 release of EU KLEMS
Growth and Productivity Accounts pro-
vides data on factor inputs and gross out-
put for all 28 member states of the Euro-
pean Union and the United States. We
extract a panel comprising 10 European
economies (Austria, Belgium, the Czech
Republic, Germany, Denmark, Finland,
France, Italy, the Netherlands and Swe-
den) over the 2000-2014 period.6 These
10 countries accounted for about 80 per-
cent of European Union GDP in each year
of the sample period,7 which is represen-
tative of the complex production network
among the EU countries. In addition, we
include the United States in our sample for
comparisons of TFP growth between the
United States and Europe. Since the main
purpose of our study is to investigate pro-
ductivity growth and spillovers in a context
of GVC, we omit the non-market economy
industries of these countries.8

We calculate the volume indices for gross
output and intermediate inputs using 2010
as the base year. Capital services and
labour services volume indices are directly
obtained from the growth accounting. We
also use the real values of input and output

6 Although the latest EU KLEMS Growth and Productivity Accounts up to the 2019 release can be accessed,
gross output and intermediate inputs related variables are missing post-2015 for some countries. In addi-
tion, WIOD database provides data of input-output linkages used in the section below covers the period of
2000-2014, therefore our sample centers on 2000-2014 when both data sources are available.

7 Data sources: https://data.worldbank.org/indicator/NY.GDP.MKTP.CD

8 Our sample excludes the real estate activities, community social and personal services, other service activities
and activities of households.
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Table 1: Variable Definitions and Summary Statistics

Variable Obs Mean Std. Dev. Min Max

Real Variables

ln y 3,945 10.49 1.52 6.51 14.89
ln k 3,945 10.04 1.58 5.82 14.53
ln l 3,945 4.97 1.65 0 10

ln m 3,945 9.93 1.53 6.04 13.95

Index Variables

yQI 3,945 99.48 15.85 26.63 253.03
kQI 3,945 96.03 25.07 28.31 831.52
lQI 3,945 104 14.63 61.53 219.82

mQI 3,945 100.02 18.85 26.49 294.7
Note: Note: The gross output(y), the capital stock(k) and the intermediate
input(m) are measured in prices (at million US$) of the year 2010. The unit of
labor(l) is in thousands. For index variables the base year is also 2010, and the
base value is 100.

Source: EU KLEMS Database 2017 and WIOD

variables to verify the robustness of empiri-
cal findings. Real gross output and real in-
termediate inputs are measured by the cor-
responding nominal values divided by the
price indices which are provided by Socio
Economic Accounts (SEA) from the World
Input-Output Database (WIOD). The real
capital stock is measured by using the nom-
inal values provided by EU KLEMS and
the capital price indices derived from the
PWT version 9.1 (Feenstra et al., 2015).
The capital stock in the WIOD is in nomi-
nal values and we use the price index from
the PWT as the deflator. However, the
price index from the PWT is at the na-
tional level and thus the deflators for each
industry are the same within each country.
Summary statistics of these variables are
reported in Table 1.

We use the flows of intermediate goods
between industries provided by WIOD to
construct the spatial weights matrices. In
order to match the industries from EU
KLEMS with the industries from WIOD,
we aggregate some of them and obtain 27
industries in each country (Appendix Table
A.1).9 We extract industry international

input–output linkages among these indus-
tries from the world input-output table for
the period from 2000 to 2014, and use av-
erages of the intermediate flows over this
time as the weights to address potential en-
dogeneity problems that might arise were
we to use time-varying weights (Cohen and
Paul, 2004; Ertur and Koch, 2011).

The spatial weight matrix Wsupply is con-
structed using the transpose of the input-
output matrix and the elements on main
diagonal are set to zero. In order to re-
flect the technology spillover in the produc-
tion network, Wsupply is row normalized, so
that its element wij captures the share of
the upstream industry j’s product in the to-
tal intermediate consumption of the down-
stream industry i which is consistent with
the direction of technology spillovers from
upstream industries to downstream indus-
tries as discussed in Acemoglu et al. (2012),
Acemoglu, Akcigit and Kerr (2016), and
Autor and Salomons (2018).

We also consider the interaction matri-
ces Wdemand and Wtransaction to check the
robustness of our results. Wdemand is ob-
tained by the original input-output matrix,

9 http://www.csls.ca/ipm/43/IPM_43_Sickles_Appendix.pdf.
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Table 2: Estimates SDM Production Functions

parm

Index Variables Real Variables

W_supply W_demand W_transaction W_supply

T-VFE T-VRE T-VFE T-VRE T-VFE T-VRE T-VFE T-VRE

-1 -2 -3 -4 -5 -6 -7 -8

lnk
0.0643*** 0.0699*** 0.0702*** 0.0736*** 0.0697*** 0.0736*** 0.1502*** 0.1615***
(0.0084) (0.0073) (0.0084) (0.0072) (0.0084) (0.0073) (0.0119) (0.0093)

lnm 0.5540*** 0.5697*** 0.5510*** 0.5679*** 0.5500*** 0.5668*** 0.5742*** 0.6063***
(0.0081) (0.0074) (0.0081) (0.0074) (0.0081) (0.0075) (0.008) (0.0071)

W•lnk -0.0384 -0.0543** -0.0833*** -0.0770*** -0.0792** -0.0800*** -0.1620*** -0.1640***
(0.0259) (0.0178) (0.0228) (0.0162) (0.0256) (0.0175) (0.0149) (0.0117)

W•lnm 0.0444 0.003 0.0631 0.0707* 0.0932** 0.0820* 0.0535 0.0002
(0.0312) (0.0295) (0.0323) (0.0312) (0.0337) (0.0322) (0.031) (0.0295)

Country- no yes no yes no yes no yesdummy
Year- yes yes yes yes yes yes yes yesdummy

W•lny(ρ) 0.2680*** 0.2990*** 0.2251*** 0.1970*** 0.2161*** 0.2061*** 0.3080*** 0.3080***
(0.0337) (0.0319) (0.0348) (0.0339) (0.0351) (0.0342) (0.0323) (0.0318)

σv2 0.0006 0.0006 0.0006 0.0006 0.0006 0.0006 0.0007 0.0007
LL 9273 8886 9279 8891 9280 8892 9184 8813
R2 0.6904 0.6943 0.6919 0.6964 0.6927 0.6967 0.9091 0.9267

Adjusted R2 0.6118 0.615 0.6136 0.6177 0.6147 0.618 0.886 0.9077

Number of obs 3945 3945 3945 3945 3945 3945 3945 3945
Note: “T-VFE” is Time-varying FE and denotes spatial CSS model (Cornwell, et al., 1990) with Fixed Effect, and “T-VRE”
is time-varying RE and denotes spatial CSS model with Random Effects. “LL” denotes the loglikelihood. Significant at:
*5, * *1 and * * * 0.1 percent.The individual coefficients of δ1i and δ2i are not shown in this table due to the excessive quantities.

Source: Authors’ calculations using EU KLEMS Database 201.

where its element wij represents the share
of intermediate inputs from upstream in-
dustry i to downstream industry j. This
channel of spillovers is consistent with the
spillovers of “learning-by-doing”. We add
the original and transposed matrix of the
input-output table together to construct
the spatial weights Wtransaction, where its
element wij represents two-way intermedi-
ate flows between industry i and industry
j.

Empirical results

Estimations of Industrial Production
Functions

In Table 2 we report the estimation re-
sults of the SDM specified production func-
tions based on Equation (3). We use
both the output per capita index and real

per capita output for the dependent vari-
ables. The EU KLEMS database provides
both the gross output growth index (year
2010=100) and real output. We provide re-
sults for both to check for any substantive
differences and to examine the robustness
of our findings across these different output
measures. The gross index numbers uti-
lize gross output (Y), capital service (K),
labour service (L) and intermediate input
(M) from the EU KLEMS. Columns 1–6 of
Table 2 report empirical results based on
three weighting matrices Wsupply , Wdemand

and Wtransaction.
More specifically, columns 1, 3 and 5 are

the empirical results specified by the spa-
tial weight matrix of Wsupply, Wdemand and
Wtransaction respectively, with the Time-
varying fixed effect (T-VFE) and columns
2, 4 and 6 are the corresponding empirical
results with the Time-varying random ef-
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fect (T-VRE). Estimates of the coefficient
ρ of the spatially lagged dependent variable
range between 0.1970 and 0.2990 for these
three specifications of the weighting matrix
and are statistically significant at the 0.1
per cent level, suggesting positive network
effects in production among the industries
in our study. Given the similarity of re-
sults based on these three weighting matrix
specifications, we will discuss results for the
matrix Wsupply.10 The real value data is
based on traditional input indicators, i.e.,
the capital stock and number of employees,
which come from the WIOD database.

From Column 7-8 of Table 2 we can
see that the estimation results for the real
variables and volume indices reported in
Columns 1–2 are quite comparable and we
focus our discussion below on results based
on volume indices.11 As shown in the first
two Columns of Table 2, coefficients on cap-
ital and intermediate are both significant
and positive in all estimations. It is im-
portant to note that these parameters in
the spatial Durbin model cannot represent
the output elasticities of the factor inputs
(LeSage and Pace, 2009). We should use
the direct and indirect effects estimates de-
rived from Equation (4b), which will be
fully explained in the next subsection. The
coefficients on Time and Time2 represent-
ing the average Hicks-neutral technological
change of industries are positive in first or-
der and negative in second order, which

implies that technical progress is repre-
sented as an inverted-U curve. This is
consistent with the trend of TFP growth
slowdown in Europe as discussed in sev-
eral previous studies (Feenstra et al., 2015;
van Ark and Jäger, 2017; Gordon and
Sayed, 2019). The model specifications us-
ing Time-varying FE and Time-varying RE
model are the same. The Hausman-Wu
statistic for the time-varying fixed effects
v. time-varying random effects specifica-
tion has a p-value of 0.00 and we thus fo-
cus the remainder of our discussion of re-
sults based on the time-varying fixed effects
specification.

Spillover of input factors

The first two rows of Table 3 show the
estimated overall direct, indirect and total
output elasticity of factor inputs. The di-
rect elasticity is calculated by the mean of
the diagonal entries of the matrix derived
from Equation (4b) and the indirect elas-
ticity is computed by the mean of the row
sums of off-diagonal entries. We follow the
method LeSage and Pace (2009) suggested
to test the significance of these coefficients
by drawing parameter estimates 1000 times
from the variance-covariance matrix of the
parameter estimates to generate the distri-
bution of these effects. The direct elastic-
ities of capital per capita and intermedi-
ates per capita are 0.064 and 0.557, and

10 We choose the result of the estimation with the spatial weight matrix of Wsupply to disscuss in detail since
a number of recent papers show that the supply-side intermediate linkage from upstream suppliers to down-
stream customers is a major channel of TFP spillovers (See Acemoglu et al. (2012); Acemoglu, Akcigit and
Kerr (2016); and Autor and Salomons (2018)).

11 The reason is that the index for capital input is capital services instead of the capital stock, wherein the former
considers the user cost of the asset. And the index of labour input is labour service, which takes into account
the contribution of skill levels of different workers.
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Table 3: Direct, Indirect, and Total Elasticity of Input Factors

Direct Indirect Total
Elasticity asy. t-stat Elasticity asy. t-stat Elasticity asy. t-stat

overall
K/L 0.0640*** 7.77 -0.0271 -0.8 0.0369 1.1
M/L 0.5567*** 68.01 0.2622*** 9.38 0.8189*** 28.81

domestic K/L 0.0640*** 7.77 -0.0196 -0.8 0.0445 1.81
M/L 0.5566*** 67.98 0.1893*** 9.49 0.7458*** 35.7

international
K/L 0 -0.79 -0.0075 -0.8 -0.0076 -0.8
M/L 0.0001*** 6.19 0.0730*** 8.76 0.0731*** 8.75

Note: Empirical standard deviations of the elasticity based on a 1000 MCMC draws using the
variance-covariance matrix of the parameters following the algorithms of Lesage and Pace (2009, P.150).
* Indicates significance at 5%; **Indicates significance at 1%; ***Indicates significance at 0.1%.

Source: Authors’ calculations.

both are strongly significant. The spillover
effect of capital is negative and statisti-
cally insignificant, which indicates that the
growth in capital of neighboring industries
does not contribute to output growth of the
industry itself. The main reason is that
the increased usage of capital in the neigh-
boring (supplier or customer) industries ap-
pear to have a negative effect on the indus-
try itself because of the scarcity in capital.
The adverse effects of this competitive re-
lationship may counterbalance the spillover
effects of the complementary relationship
among industries. The indirect elasticity of
intermediate deepening is 0.262 and highly
significant, indicating that industry’s out-
put growth could be benefited when its
neighboring industries has increased the in-
termediate inputs. Therefore, when the
spillover effect from intermediate input is
incorporated, the output elasticity of in-
termediate input increases from 0.557 to
0.819, which can be attributed to interme-
diate augmenting-type technical progress
because of the improvement of vertical spe-
cialization in the production network.

In order to distinguish the network ef-
fects that are based on domestic versus in-
ternational industrial linkages, we follow
Liu and Cheng (2021) and decompose the
different spillover effects into domestic ef-

fects involving the domestic value chain
and international effects involving the in-
ternational value chain. As the last two
rows of Table 3 show, the international
indirect elasticity of intermediate input is
0.073 and is statistically significant, and ac-
counts for approximately 28 per cent of the
overall indirect effects of the intermediate
input. This suggests that 28 per cent of the
spillovers embodied in the intermediate in-
put has transmitted across borders, which
can be an important channel for production
interactions among industries.

TFP Growth of EU

TFP Growth of EU economies

We also calculate the own industry TFP
growth gown

t by Equation (5) in Section 2
and aggregate with Domar weights at the
national level. Chart 1 shows the aggregate
TFP growth of the 10 European countries
and the United States from 2000 to 2014. It
is noticeable that TFP growth in all of the
countries fell sharply in the global finan-
cial crisis, and rebounded in 2010, but fell
again due to the Euro Area recession. The
estimates are fairly close to the findings
reported by the Penn World Table (Feen-
stra et al., 2015). As shown in Chart 1,
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Chart 1: Productivity Growth in EU Countries and the United States, 2000-2014

Source: Authors’ calculations

the trend of TFP growth in these countries
were basically consistent with their GDP
growth during the 2000-2014 period, but
exhibits a smaller fluctuation. We can see
that the EU-10 (Panel K.) experienced a
decrease in TFP growth from -0.29
per cent in 2000 to -1.08 per cent in 2001,
gradually recovering to -0.11 per cent in
2007. During the global financial crisis,
the TFP growth rates had sharply fallen
because of the slowing demand, weak in-
vestment and lingering structural rigidities
(van Ark, 2016; van Ark and O’Mahony,
2016; Duval et al., 2020). Subsequently,
TFP growth rebounded in 2010 and started
to decline after the Euro Area recession.

Compared with the TFP growth perfor-
mance of the United States (Panel L.), be-
fore the global financial crisis of 2008, EU-
10 TFP growth was lower than the av-

erage annual TFP growth of the United
States (0.38 per cent). Nevertheless, the
decelerating trend of TFP growth in the
United States continued during the follow-
ing years and TFP growth dropped to its
lowest point in 2009 (-0.90 per cent). Al-
though TFP growth in the United States
rebounded in 2010, as did other economies
in the EU-10, the rebound failed to re-
turn TFP to its pre-crisis growth rate, and
then it declined again in 2011- 2014. This
would seem to indicate that the global
financial crisis may have induced a long
term TFP growth slowdown, especially in
United States. One key reason for the slow-
down of technological progress in United
States is related to lower productivity-
enhancing investment (Bianchi et al., 2019;
Anzoategui et al., 2019) in terms of R&D
expenditure (per cent of GDP) and the
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number of patent applications.
We can see that annual TFP growth

rates in all countries except the Czech Re-
public range between -2 per cent and 1 per
cent. Over the sample period, Denmark,
Italy, Germany, and Austria showed an in-
crease in TFP growth. More specifically,
we observe that the TFP growth rates de-
creased initially from 2000 to 2003 and then
started to increase from 2004 to 2007. Dur-
ing the global financial crisis of 2008-2009,
the TFP growth rates fell again, which in-
dicates that the financial crisis did decrease
the TFP growth. Then the TFP growth
rates in these countries rose from 2010 till
2014.

The TFP growth rate in Belgium was
almost the same in 2000 and 2014, but
it also showed a similar trend with the
aforementioned four countries over the 14-
year period. In contrast, France, Fin-
land, the Netherlands, Sweden, and the
Czech Republic and showed a decline in
TFP growth, from -0.41 per cent, 0.33
per cent, 0.87 per cent, 1.71 per cent and
3.84 per cent in 2000 to -0.53 per cent,
-0.59 per cent, -0.74 per cent, -0.50 per
cent and -0.97 per cent in 2014, respec-
tively. Notably, the Czech Republic saw
the fastest TFP growth before the global
financial crisis, which can be attributed
to its industrial structure and the bene-
fits from GVC participation (van Ark et
al., 2013). The Czech Republic is a small
open economy with relatively large manu-
facturing sectors, and it is also the largest
player in intra-regional trade in terms of

manufacturing inputs among the European
economies.12Participating in GVCs has
stimulated the TFP growth of manufac-
turing sectors in Czech Republic through
specialization, knowledge spillovers, and
learning by doing, among other factors
(Criscuolo and Timmis, 2017).

TFP Growth by Industry

In Table 4, we selected the top three
industries with the fastest average TFP
growth in each country from 2000 to 2014.
The most prevalent industries in that list
are those related to the digital economy.
The electrical equipment industry in the
United States, with the annualized average
TFP growth of 4.80 per cent, turned out to
have the most rapid TFP growth of all in-
dustries in 2000-2014. Electrical equipment
industries in other countries also are high
performing in terms of TFP growth, with
3.57 per cent TFP annual growth in Swe-
den, followed by 2.37 per cent in the Czech
Republic, 1.61 per cent in France, 1.42 per
cent in the Netherlands, and 1.39 per cent
in Germany. The telecommunications in-
dustry also exhibited a high TFP growth in
EU-10, and its average annual growth rates
in Denmark, Finland, Italy, Sweden, the
Netherlands, Germany, France, Belgium
were 4.66 per cent, 3.53 per cent, 3.43 per
cent, 3.11 per cent, 2.52 per cent, 2.50 per
cent, 2.46 per cent and 1.03 per cent respec-
tively. The rapid growth in these related
industries benefitted from advances in in-
formation and communication technology

12 See Organization for Economic Co-operation and Development Bilateral Trade in Goods by Industry and
End-use database, International Standard Industrial Classification, Revision 4 (2016 edition).
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Table 4: Top Three Industries with the Fastest TFP Growth in
EU-10 and United States (%)

Country Industry TFP growth rank
Austria Coke, Refined Petroleum 3.61 3

Postal and Courier 1.68 17
Financial and Insurance Activities 0.88 35

Belgium Mining, Quarrying 1.05 30
Telecommunications 1.03 31
Coke, Refined Petroleum 0.78 42

Czech Republic Machinery, Equipment 2.97 8
Electrical Equipment 2.37 12
Transport Equipment 2.36 13

Germany Telecommunications 2.5 10
Electrical Equipment 1.39 26
IT and other information services 1.03 32

Denmark Telecommunications 4.66 2
Chemicals, Pharmaceuticals 1.64 19
Publishing, Media Services 1.61 21

Finland Telecommunications 3.53 5
Trade & Repair of Motor Vehicles 1.41 25
Agriculture 1.07 29

France Telecommunications 2.46 11
Electrical Equipment 1.61 20
Agriculture 0.75 46

Italy Telecommunications 3.43 6
Financial and Insurance Activities 1.09 28
IT and other information services 0.54 66

Netherlands Telecommunications 2.52 9
Electrical Equipment 1.42 24
Financial and Insurance Activities 0.81 38

Sweden Electrical Equipment 3.57 4
Telecommunications 3.11 7
IT and other information services 1.71 16

United States Electrical Equipment 4.8 1
Publishing, Media Services 2.07 14
IT and other information services 1.52 22

EU-10 Telecommunications 0.02 0
Electrical Equipment 0.01 0
Retail Trade 0.01 0

Note: The TFP growth rates are annual compound growth rates from 2000 to
2014.

Source: Authors’ calculations.

(ICT) during this period (Oulton, 2012;
Bloom et al., 2012). Rapid development of
new products and production tools, such
as robotics, artificial intelligence, and digi-
tal technologies, penetrated the economies
more and more extensively through the
input-output network and the momentum
of these new technology spillovers may im-
pact TFP growth in other industries to a
much greater extent in the future.

In Chart 2 we report the average an-
nual industry TFP growth rate in the EU-
10 and the United States during three pe-
riods: 2000-2007, 2008-2010, and 2011-
2014.13 We can observe that the change of
TFP growth showed less variations in the
EU-10 average than the United States. IT
and other information services, coke and re-
fined petroleum, electrical equipment, pub-
lishing and media services had a 3 per cent

13 According to the above results, the global financial crisis has significantly damaged the TFP growth of the
European countries and the United States. Therefore, we divide the sample time period into three sub-
periods: the pre-crisis period (2000-2007), the global financial crisis itself (2008-2010), and the post-crisis
period (2011-2014).
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Chart 2: Average of Industry TFP Growth in the EU Countries and the United States
(average annual rate of change)

Note: EU-10 refers to the average of the 10 countries TFP growth.
Source: Authors’ calculations

decline in average annual TFP growth rate
for the United States in 2010-2014 com-
pared with 2000-2007. By contrast, the
industry with the most significant decline
of the EU-10 average TFP growth rate was
telecommunications (with 1.88 per cent de-
cline). The average annual growth rate
falls from 3.05 per cent in 2000-2007 to
1.17 per cent in 2010-2014. Focusing on
the EU-10 average, the slowdown of TFP
growth after the global financial crisis ap-
pears to have been widespread and easily
visible in several industries. Two excep-
tions to these trends are the chemicals and
pharmaceuticals and transport and storage
industries whose TFP growth after 2008 in-
creased. When comparing the average in-
dustry TFP growth in the EU-10, telecom-
munications and electrical equipment also
had the fastest TFP growth over the full

sample period from 2000 to 2014, as we
discuss the industry-specific TFP growth
above. Postal and courier and mining and
quarrying experienced a dramatic decrease
in TFP, with the average annual growth
from -0.61 per cent and -0.82 per cent de-
clined to -2.35 per cent and -1.88 per cent,
respectively.

TFP Growth and Global Value Chain
participation

In this section, we examine links between
TFP growth and GVC participation in EU
countries, which would help us to better
understand how GVC participation could
account for the change of industry TFP
growth. GVC participation is represented
by the foreign value-added ratio (FVAR)
in our analysis, which reflects the ratio of
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Chart 3: FVAR and TFP growth for European industries in 2007

Source: Authors’ calculations using EU KLEMS Database and WIOD

foreign value added to gross exports and is
calculated using the method developed by
Wang et al. (2013). Chart 3 plots FVAR
values against TFP growth rates for indus-
tries in 2007. To examine this correlation,
we estimate the following regression model
gT F P i = γ0 + γ1FVARi +εi. Here, gT F P i

is the TFP growth rates of industry i; γ0 is
the intercept; FVARi is the foreign value-
added ratio; εi is an error term representing
all other influences. OLS estimated param-
eter for FVARi is 0.02 and significantly dif-
ferent from zero, which implies that there
exists the positive relationship between in-
dustry TFP growth and FVAR for most
industries in the EU-10. Increased involve-
ment in the GVC, and the stronger pro-
duction linkages with other countries this
entails, may lead to a higher pace of TFP
growth and may suggest that an industry
generates faster TFP growth through tech-
nology spillovers of upstream and down-

stream industries in the global production
network. FVAR is higher for coke and re-
fined petroleum (06) than other industries
in Chart 3, mainly due to the energy im-
port dependencies of European countries.
Production of coke and petroleum products
relies heavily on imported intermediate in-
puts.

Spillover of TFP growth of EU
Manufacturing sectors

The discussion above is focused on the
TFP growth realized by the industry on its
own. However, the rapid development of
the global value chain boosted the spread of
new knowledge and technology among the
participating industries, especially those
manufacturing industries interconnected in
the production network. This means that
technology progress exhibited by these in-
dustries are interdependent. The progress
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in an industry may provide spillovers to
other industries through input-output link-
ages and these spillovers may propagate to-
gether to form the network effect. Our spa-
tially specified model enables us to estimate
the network effects in the global value chain
setting. We will focus on the network ef-
fects between EU manufacturing sectors in
this section.

Spillover of TFP growth by Economy

Chart 4 plots the aggregate own effect
TFP growth superimposed with network
effects offered by industries in eleven coun-
tries during 2000-2014.14 In general, the
own and network effects of TFP growth
vary in the same directions. Germany of-
fered the most, with 1.40 per cent annual
average domestic and 0.19 per cent an-
nual average international spillovers. The
United States offered the second highest,
with 0.62 per cent annual average domes-
tic and 0.69 per cent annual average inter-
national spillovers, followed by the Nether-
lands, the Czech Republic and Sweden.
The other six countries provided a negli-
gible annual average network effect.

From 2000 through 2014, the trend of
total effects in Austria, Belgium, Denmark,
France, and Italy, were similar and positive.
Among these five countries, as a regional
hub in the Euro area, Belgium contributed
relatively more network effects through
knowledge spillovers than the other four
countries, especially after the global finan-

cial crisis. An explanation for this is deep-
ening participation of Belgium manufac-
turing industries in global and local value
chains (Dhyne and Duprez, 2017).

It can be seen in Chart 4 that the Czech
Republic, Finland, Sweden, Germany, and
the Netherlands saw declines in the over-
all effects of manufacturing industry’s TFP
growth, but the decline was more promi-
nent in the Czech Republic, Finland and
Sweden. In contrast, Germany, as the
most important hub in the intra-Europe
production network and with strong link-
ages with other countries, declined rela-
tively less than the other economies in
TFP growth and provided the most pos-
itive international spillovers to the other
economies by exporting high-technology
and complex intermediate goods. Nether-
lands was the second largest contributor
in TFP growth spillovers, mainly due to
its well-developed manufacturing founda-
tion and advanced port and logistics sys-
tem.

Recalling the GVC trade network in Fig-
ure 1, Netherlands provides a similar role
as a transferring hub between the United
States and Germany, the two large ad-
vanced economies that set the productivity
frontier in many industries.15 In addition,
the Czech Republic also provides relatively
high growth spillovers along with its own
rapidly increasing TFP. Comparing the do-
mestic and international configuration of
network effects, we can find that there were
more international spillovers in European

14 Figure A.1 in the online Appendix shows these effects from the receiving perspective. The results based on
both perspectives are broadly similar, though the spillover measured by receiving is less than the spillover
measured by offering. http://www.csls.ca/ipm/43/IPM_43_Sickles_Appendix.pdf.

15 https://www.worldbank.org/en/topic/trade/publication/global-value-chain-development-report-2019
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Chart 4: Direct and Network Effects of TFP Growth in EU Countries and the United
States

Source: Authors’ calculations
Chart 5: Distribution Matrix of Network Effects of TFP Growth among Countries

Note: The horizontal axis represents the offering country and the vertical axis represents the receiving country.
The anti-diagonal blocs correspond to domestic spillovers and other blocs correspond to international spillovers.
The darker the color of the blocs, the more spillover effect between each pair of countries.
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countries and more domestic spillovers in
the United States, which will be discussed
in detail in the next section.

Domestic and international spillovers

Chart 5 shows the distribution of net-
work effects of TFP growth between each
pair of offering-receiving countries in 2007.
From the columns which represent the net-
work spillovers offered by countries, Ger-
many obviously offered the most to other
industries in the entire production network
(2.45 per cent), followed by the United
States (1.78 per cent), the Netherlands
(1.10 per cent) and the Czech Republic
(1.03 per cent), whereas other countries
contributed only limited network effects.
For almost all countries except Germany,
the spillover effects in domestic production
networks, which is represented in the diag-
onal blocks of the matrix in Chart 5, were
higher than the corresponding spillover ef-
fects in the bilateral production networks
with other countries. In the Czech Re-
public, Denmark and Finland the domes-
tic network effects accounted for above 50
per cent of the total network effects, indi-
cating that the TFP growth spillovers were
more likely to occur through domestic in-
put–output linkages in these countries.

In contrast, there were 50-86 per cent
spillover effects across borders in the
United States, Austria, Italy, Sweden, Bel-
gium, the Netherlands, France and Ger-
many. Germany contributed the most
technology spillovers to other countries,
with international network effects of 2.11
per cent. Germany offered TFP growth
spillovers of 0.39 per cent, 0.35 per cent,
0.31 per cent to Austria, the Czech Re-

public and Belgium, respectively. The
spillover the Czech Republic received from
Germany is much more than other coun-
tries in our sample. This is not surprising
since Germany is the biggest trading part-
ner of the Czech Republic. Our estimates
also suggest that the bilateral technology
spillovers in Belgium versus the Nether-
lands, and Denmark versus Sweden, are rel-
atively higher than other bilateral technol-
ogy spillovers, which implies that their co-
operation in value chains is more successful
in promoting each other’s TFP growth.

Conclusion

The increasingly close value chain coop-
eration in the European Union over the
past several decades has become an impor-
tant factor in boosting productivity growth
for the countries who integrated into these
production networks. The input-output
linkages provide an important channel for
the transmission of the technology and pro-
ductivity spillovers among countries. In
this article, we develop a spatial produc-
tion model that features technological in-
terdependence and heterogeneous produc-
tivity growth at the industry level. We use
our spatial model to measure TFP growth
and spillover in the Europe.

Our estimation results suggest that in-
termediate inputs have positive external-
ities for gross output and that about 27
per cent of the spillover embodied in inter-
mediate input has transmitted across bor-
ders. This can be an important channel
for production interactions among indus-
tries. TFP growth in our sample countries
fell sharply during the global financial crisis
and the Euro Area recession. Germany of-
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fered the most network effects with 1.40 per
cent annual average domestic spillover and
0.19 per cent annual average international
spillover. The United States offered the
second highest amounts of network effects,
followed by the Netherlands, the Czech Re-
public and Sweden. The other six coun-
tries, Austria, Belgium, Denmark, Finland,
France, and Italy, provided a negligible an-
nual average network effect.

From a more detailed network perspec-
tive that distinguishes the source and des-
tination of spillover effect by countries, we
also find that Germany, as the most impor-
tant hub in intra-Europe production net-
works, has the most international spillovers
offered to its European counterparts over
the entire sample.

References
Acemoglu, D., U. Akcigit and W. Kerr (2016)

“Networks and the Macroeconomy: an Empir-
ical Exploration,” NBER Macroeconomics An-
nual, Vol. 30, pp. 273–335

Acemoglu, D., V. M. Carvalho, A. Ozdaglar and
A. Tahbaz-Salehi (2012) “The Network Origins
of Aggregate Fluctuations,” Econometrica, Vol.
80, No. 5, pp. 1977–2016.

Anzoategui, D., D. Comin, M. Gertler and J. Mar-
tinez (2019) “Endogenous Technology Adoption
and R&D as Sources of Business Cycle Persis-
tence,” American Economic Journal: Macroe-
conomics, Vol. 11, No. 3, pp. 67–110.

Arrow, K. (1962) “The Economic Implications of
Learning by Doing,” Review of Economic Stud-
ies, Vol. 29, No. 3, pp. 155–173.

Autor, D. and A. Salomons (2018) “Is Automation
Labor Share–Displacing? Productivity Growth,
Employment, and the Labor Share,” Brookings
Papers on Economic Activity, Vol. 49, No. 1,
pp. 1–87.

Baldwin, R. and F. Robert-Nicoud (2014) “Trade-
In-Goods and Trade-In-Tasks: An Integrat-
ing Framework,” Journal of International Eco-
nomics, Vol. 92, No. 1, pp. 51–62.

Bianchi, F., H. Kung and G. Morales (2019)
“Growth, Slowdown, and Recoveries,” Journal
of Monetary Economics, Vol. 101, pp. 47–63.

Bigio, S. and J. La’O (2020) “Distortions in Pro-
duction Networks,” Quarterly Journal of Eco-
nomics, Vol. 135, No. 4, pp. 2187–253.

Bloom, N., M. Schankerman and J. Van Reenen
(2013) “Identifying Technology Spillovers and
Product Market Rivalry,” Econometrica, Vol.
81, No. 4, pp. 1347–1393.

Bloom, N., R. Sadun and J. V. Reenen (2012)
“Americans Do IT Better: US Multinationals
and the Productivity Miracle,” American Eco-
nomic Review, Vol. 102, No. 1, pp. 167–201.

Carvalho, V. M. and A. Tahbaz-Salehi (2019)
“Production Networks: A Primer,” Annual Re-
view of Economics, Vol. 11, No. 1, pp. 635–63.

Cohen, J. P. and C. J. M. Paul (2004) “Pub-
lic Infrastructure Investment, Interstate Spatial
Spillovers, and Manufacturing Costs,” The Re-
view of Economics and Statistics, Vol. 86, No.
2, pp. 551–560.

Cornwell, C., P. Schmidt and R. C. Sickles (1990)
“Production Frontiers with Cross-Sectional and
Time-Series Variation in Efficiency Levels,”
Journal of Econometrics, Vol. 46, No. 1-2, pp.
185–200.

Criscuolo, C. and G. Timmis (2017) “The Rela-
tionship Between Global Value Chains and Pro-
ductivity,” International Productivity Monitor,
No. 32, Spring, pp. 61–83. http://www.csls.c
a/ipm/ipm32.asp.

Dhyne, E. and C. Duprez (2017) “It’s a Small,
Small World ... A Guided Tour of the Bel-
gian Production Network,” International Pro-
ductivity Monitor, No. 32, Spring, pp. 84–96.
http://www.csls.ca/ipm/ipm32.asp.

Durlauf, S. N. (2001) “Manifesto for a Growth
Econometrics,” Journal of Econometrics, Vol.
100, No. 1, pp. 65–69.

Duval, R., G. H. Hong and Y. Timmer (2020)
“Financial Frictions and the Great Productivity
Slowdown,” Review of Financial Studies, Vol.
33, No. 2, pp. 475–503.

Ertur, C. and W. Koch (2007) “Growth, Techno-
logical Interdependence and Spatial Externali-
ties: Theory and Evidence,” Journal of Applied
Econometrics, Vol. 22, No. 6, pp.1033–1062.

Ertur, C. and W. Koch (2011) “A Contribution
to the Theory and Empirics of Schumpeterian
Growth with Worldwide Interactions,” Journal
of Economic Growth, Vol. 16, No. 3, pp.
215–255.

Feenstra, R. C., B. R. Mandel, M. B. Reinsdorf
and M. J. Slaughter (2013) “Effects of Terms
of Trade Gains and Tariff Changes on the Mea-
surement of US Productivity Growth,” Ameri-
can Economic Journal: Economic Policy, Vol.
5, No. 1, pp. 59–93.

108 NUMBER 43, FALL 2022



Feenstra, R. C., R. Inklaar and M. P. Timmer
(2015) “The Next Generation of the Penn World
Table,” American Economic Review, Vol. 105,
No. 10, pp. 3150–3182.

Glass, A. J., K. Kenjegalieva and R. C. Sick-
les (2016) “A Spatial Autoregressive Stochastic
Frontier Model for Panel Data with Asymmetric
Efficiency Spillovers,” Journal of Econometrics,
Vol. 190, No. 2, pp. 289–300.

Gordon, R. J. and H. Sayed (2019) “The Indus-
try Anatomy of the Transatlantic Productivity
Growth Slowdown: Europe Chasing the Ameri-
can Frontier,” International Productivity Moni-
tor, No. 37, Fall, pp. 3–38.http://www.csls.ca/
ipm/ipm37.asp.

Griliches, Z. (1979) “Issues in Assessing the Con-
tribution of Research and Development to Pro-
ductivity Growth,” Bell Journal of Economics,
Vol. 10, No. 1, pp. 92–116.

Grossman, G. M. and E. Rossi-Hansberg (2008)
“Trading Tasks: A Simple Theory of Off-
shoring,” American Economic Review, Vol. 98,
No. 5, pp. 1978–1997.

Halpern, L., M. Koren and A. Szeidl (2015)
“Imported Inputs and Productivity,” Ameri-
can Economic Review, Vol. 105, No. 12, pp.
3660–3703.

Ho, C., W. Wang and J. Yu (2018) “International
Knowledge Spillover through Trade: A Time-
Varying Spatial Panel Data Approach,” Eco-
nomics Letters, Vol. 162, No. 1, pp. 30–33.

LeSage, J. and R. K. Pace (2009) Introduction to
Spatial Econometrics (Boca Raton: Chapman
and Hall/CRC.)

Liu, W. and Q. Cheng (2021) “Global Produc-
tion Network, Technology Spillover, and Shock
Transmission,” Applied Economics, Vol. 53, pp.
7020–7036.

Liu, W. and R.C. Sickles (2021) “Industry-Specific
Productivity and Spatial Spillovers through
input-output Linkages: evidence from Asia-
Pacific Value Chain,” Working Papers, Rice
University, Department of Economics.

Liu, W., R.C. Sickles and Y. Zhao (2022) “Mea-
suring Productivity Growth and Technology
Spillovers Through Global Value Chains: Anal-
ysis of a US–Sino Decoupling,” in A. Chudik,
C. Hsiao, and A. Timmermann (Ed.), Essays
in Honor of M. Hashem Pesaran: Prediction
and Macro Modeling (Advances in Economet-
rics Vol. 43A), Emerald Publishing Limited,
pp. 243-267.

Lu, Y., H. Shi, W. Luo and B. Liu (2018) “Pro-
ductivity, Financial Constraints, and Firms’
Global Value Chain Participation: Evidence
from China,” Economic Modelling, Vol. 73, pp.
184–194.

Lucking, B., N. Bloom and J. Van Reenen (2019)
“Have R&D Spillovers Declined in the 21st Cen-
tury?” Fiscal Studies, Vol. 81, No. 4, pp.
561–590.

Oulton, N. (2012) “Long Term Implications of
the ICT Revolution: Applying the Lessons
of Growth Theory and Growth Accounting,”
Economic Modelling, Vol. 29, No. 5, pp.
1722–1736.

Romer, P. (1986) “Increasing Returns and Long-
Run Growth,” Journal of Political Economy,
Vol. 94, No. 5, pp. 1002–1037.

Timmer, M. and X. Ye (2020) “Accounting
for Growth and Productivity in Global Value
Chains,” In B. Fraumeni (Ed.), Measuring Eco-
nomic Growth and Productivity: Foundations,
KLEMS Production Models and Extensions,
Academic Press, pp. 413–426.

Timmer, M. P., A. Erumban, B. Los, R. Stehrer
and G. J. de Vries (2014) “Slicing up Global
Value Chains,” Journal of Economic Perspec-
tives, Vol. 28, No. 2, pp. 99–118.

Van Ark, B. (2016) “Europe’s Productivity Slow-
down Revisited: A Comparative Perspective to
the United States,” in Philippe Askenazy, Lutz
Bellmann, Alex Bryson and Eva Moreno Gal-
bis, eds., Productivity Puzzles Across Europe,
CEPREMAP/CEPR (Oxford: Oxford Univer-
sity Press), pp. 26–48.

Van Ark, B. and K. Jäger (2017) “Recent Trends
in Europe’s Output and Productivity Growth
Performance at the Sector Level 2002-2015,” In-
ternational Productivity Monitor, No. 33, Fall,
pp. 8–23. http://www.csls.ca/ipm/ipm32.asp.

Van Ark, B. and M. O’ Mahony (2016) “Produc-
tivity Growth in Europe Before and Since the
2008/2009 Economic and Financial Crisis,” in
Dale W. Jorgenson, Kyoji Fukao and Marcel P.
Timmer (eds.), The World Economy: Growth
or Stagnation? (Cambridge: Cambridge Uni-
versity Press), pp. 111–152.

Van Ark, B., V. Chen, B. Colijn, K. Jäger,
W. Overmeer and M. Timmer (2013) “Re-
cent Changes in Europe’s Competitive Land-
scape and Medium-Term Perspectives: How the
Sources of Demand and Supply are Shaping
Up,” Economics Program Working Paper Series,
EPWP 13-05, The Conference Board.

Wang, Z., S. Wei and K. Zhu (2013) “Quantifying
International Production Sharing at the Bilat-
eral and Sector Levels,” NBER Working Paper,
No. 19677.

INTERNATIONAL PRODUCTIVITY MONITOR 109



Did Trade Liberalization Boost
Total Factor Productivity
Growth in Manufacturing in
India in the 1990s?

Bishwanath Goldar1

Institute of Economic Growth, Delhi

Abstract

India undertook substantial trade reforms from 1991 onwards, accompanied by extensive

industrial reforms. Several studies undertaken to date based on growth accounting have

reported that total factor productivity (TFP) growth in Indian manufacturing in the initial

seven to ten years of the post-reform period was lower than that in the decade before

the reforms. This finding is in sharp conflict with the sizeable econometric literature that

has unambiguously established a positive effect of trade reforms on productivity, backed

by strong theoretical reasons to expect such an effect. This article asserts that certain

corrections are required in the computation of TFP growth in Indian manufacturing for

the 1980s and 1990s for making a valid comparison and presents the corrected TFP growth

rates. Further, an argument is built theoretically with some preliminary empirical support

that a downward estimation bias is likely to arise when the conventional growth-accounting

approach to the measurement of TFP growth is applied to a situation when major trade

reforms are underway, as was the case with Indian manufacturing in the 1990s. Based

on the TFP growth estimates obtained, a supportive plant-level analysis of the impact of

tariff reform on productivity of Indian manufacturing plants, and the identified possible

downward bias in TFP estimation, it is argued that in all probability the productivity

growth performance of Indian manufacturing was better in the 1990s following the reforms

than the performance in the 1980s.

There is a sizeable econometric literature
on the impact of trade liberalization on
productivity in manufacturing in emerging

economies based on firm-level or plant-level
data.2 Being based on firm- and plant-
level panel data, these studies have a clear

1 Bishwanath Goldar is a retired professor of the Institute of Economic Growth, Delhi. The author has
immensely benefited from the comments from Andrew Sharpe and three anonymous referees. Email:
b_goldar77@yahoo.com.

2 See, for example, Pavcnik (2002); Schor (2004); Fernandes (2007); Amity and Konnigs (2007); Hu and Liu
(2014); and Jongwanich and Kohpaiboon (2017).

110 NUMBER 43, FALL 2022



methodological advantage in ascertaining
the effect of trade liberalization on pro-
ductivity (as against a simple comparison
of productivity growth rates between pre-
and post- reform periods based on growth
accounting). The inference one may draw
based on this literature is that trade liberal-
ization significantly enhances productivity
in manufacturing firms and manufacturing
plants in emerging economies.

There is a similar body of literature for
Indian manufacturing, dealing with the im-
pact of trade liberalization on manufactur-
ing sector productivity, which is the theme
of this article.3 The findings of these stud-
ies indicate that India’s trade liberalization
had a positive effect on productivity in In-
dian manufacturing. This conclusion finds
additional support and strength from the
findings of the econometric studies under-
taken at the industry-level, also showing a
positive effect.4

Notwithstanding the strong empirical
basis that the above mentioned studies pro-
vide for expecting trade liberalization to
yield substantial productivity gains for the
manufacturing sector, India’s experience
has been quite different, at least apparently
so, and this makes an interesting case to
study. India is the largest emerging econ-
omy after China and had a highly restric-
tive trade regime by the end of the 1980s.

The tariff rates in India were among the
highest in the world and there were ex-
tensive quantitative restrictions on imports
of varying degrees of strictness. In 1991,
a process of major trade liberalization be-
gan in India. In the course of the follow-
ing 10 years, substantial trade liberaliza-
tion took place and manufacturing produc-
tivity growth did not move in the way ex-
pected.

To elaborate on India’s economic re-
forms, the liberalization of its international
trade regime that India made from 1991 on-
wards involved, the removal of quantitative
restrictions (QRs) on imports and a huge
reduction in tariff.5 These developments
in turn helped in removing the anti-export
bias prevailing in the pre-reform period.
Along with trade liberalization, extensive
reforms were carried out in industrial pol-
icy and related aspects such as foreign di-
rect investment.6 These reforms were how-
ever not accompanied by any significant
pick-up in the growth rate in total fac-
tor productivity (TFP) in manufacturing
(to be more specific, organized manufactur-
ing). Rather, there was a fall. This is the
impression one would gather from the esti-
mates of TFP growth in Indian manufac-
turing available for the 1980s and 1990s in

3 See Krishna and Mitra (1998), Natraj (2011), Topalova and Khandelwal (2011), Ahsan (2013), Harrison et al.
(2013), Gupta and Veeramani (2015a), Mukherjee and Chanda (2020) and Goldar et al. (2020).

4 See Chand and Sen (2002), Goldar and Kumari (2003), Das (2006, 2016), Ghosh (2013), and Rijesh (2019).

5 For discussion on trade and tariff reforms, see Nouroz (2001), Goldar (2002), Das (2003a, 2003b), Panagariya
(2004a), Virmani et al. (2004), Pursell et al. (2007), Banga and Das (2012), Das (2016) and Singh (2017),
among others.

6 See Joshi and Little (1996), Ahluwalia (2002), Bajpai (2002), Das (2003b), and Panagariya (2004b), among
others.
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quite a few studies.7 This is indeed a mat-
ter of surprise because economic reforms
are expected to boost TFP growth in the
industrial sector for the reasons explained
below.

The domestic industrial and trade re-
forms are expected to lead to an increase in
the rate of TFP growth in manufacturing
through various channels.8 The reforms are
expected to put pressure on domestic pro-
ducers to improve resource-use efficiency.
The reforms are also expected to create
conditions that will force the removal of
the inefficient producers from among the
domestic producers (or contraction in the
market share of such producers) and help
the efficient producers to thereby capture a
larger share of the market and the average
efficiency in the industry goes up.9

In addition to these, reforms are ex-
pected to contribute to productivity in var-
ious other ways including gains in produc-
tivity arising from increased access to im-
ported intermediate inputs10 and capital
goods. But these arguments, though based
on sound theory, did not meet the expected
outcomes – this is the sense one would ob-
tain based on the findings of most stud-
ies on TFP growth in Indian manufactur-

ing based on growth accounting. It ap-
pears therefore that the beneficial forces
unleashed by trade and industrial reforms
did not materialize into an accelerated TFP
growth in Indian manufacturing in the
1990s. Is this true?

Why the economic reforms failed to re-
sult in a marked increase in the TFP
growth rate in Indian manufacturing in the
1990s is an intriguing question. It has
received the attention of scholars writing
on productivity in Indian manufacturing.
One explanation is the J-curve hypothesis
of productivity and growth (Virmani and
Hashim, 2011). The argument is that in
the initial phase of economic reforms, there
was obsolescence of skill, capital and tech-
nology in some industries, sub-sectors and
sectors. Thus, a portion of the employees in
Indian manufacturing had to be directed to
retraining and re-skilling and a part of cap-
ital assets became obsolete and had to be
replaced, and it is only over time that In-
dian manufacturing could overcome these
developments. This is the reason why there
was a sharp increase in the growth rate in
TFP after 2003, reflecting lagged effect of
economic reforms.

At its core, this article is concerned with

7 See, for instance, Trevedi, et al. 2000; Goldar and Kumari, 2003; Goldar, 2006; Banga and Goldar, 2007;
Virmani and Hashim, 2011; and Trevedi et al. 2011; for a review of studies, see Goldar, 2014; the estimates
of TFP growth in these and other studies are shown later in Table 1. Bollard et al. (2013), however, have
reported a significant increase in the growth rate of TFP in Indian manufacturing during 1993 to 2007 in
comparison with the TFP growth rate during 1980 to 1992. In terms of the methodology adopted, this study
was quite different from the ones listed above. Another study that reported an increase in the TFP growth
rate in Indian manufacturing in the post-reform period in comparison with the pre-reform period is Unel
(2003). See Goldar (2004) and Goldar (2014) in this context.

8 See Topalova and Khandelwal (2011), Rijesh (2019) and Goldar, et al. (2020), among others.

9 Interestingly, the estimates of Bollard et al. (2011) for relatively bigger plants within Indian manufactur-
ing indicate that reallocation did not contribute more to TFP growth in the post-reform period than in the
pre-reform period.

10 See Goldberg et al. (2010) for an analysis of how improved access to imported intermediate inputs contributed
to productivity growth in Indian manufacturing in the post-reform period.
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the effect of economic reforms, particularly
trade reforms, on TFP growth in Indian
manufacturing. An important focus is on
TFP estimation methodology. The article
points out certain inaccuracies in the man-
ner TFP growth in Indian manufacturing
has been commonly computed in many pre-
vious studies that have applied the growth
accounting methodology based on ASI (An-
nual Survey of Industries)11 data and made
a comparison of the manufacturing sector
TFP growth rate between the pre- and
post-reform periods.

In addition, the article addresses the is-
sue of an estimation bias that is inherent in
the measurement of TFP growth when the
conventional growth accounting methodol-
ogy is applied to industries of a highly
protected developing economy undergoing
substantial trade liberalization. This was
the situation faced by Indian manufactur-
ing in the 1990s. An argument is advanced
that due to the collective effect of the afore-
mentioned inaccuracies in TFP measure-
ment and the identified bias, the measured
TFP growth in many of the studies un-
dertaken in the past, may have failed to
capture properly the improvements in TFP
in manufacturing that took place in the
first decade of the post-reform period. To
correct the measurement inaccuracies and
show their significance, a new set of TFP
growth estimates with and without correc-
tions are presented in the article.

As regards the bias in the TFP growth
measurement noted earlier, it is difficult to

provide empirical content for this line of ar-
gument. Nonetheless, an attempt is made
to put forward some empirical evidence,
even if sketchy, in support of the argued
estimation bias in TFP growth measure-
ment. These computations and pieces of
evidence when seen along with the figures
on conventionally measured TFP growth
will help in making a better assessment of
the impact of trade and industrial reforms
on TFP growth in Indian manufacturing in
the 1990s.

The main part of the analysis is based
on data on the aggregate organized manu-
facturing sector and panel datasets at the
industry level. This is supplemented by
another piece of research in which econo-
metric analysis is carried out of the impact
of tariff reductions on productivity using
plant-level data for Indian manufacturing
for the years 1998-99 to 2010-11.12 The
aim is to gain a better understanding of
the issue under investigation.

The article is organized as follows. Be-
fore going into the productivity trends, an
examination of the trends in the import-
penetration ratio is done in section 1. The
estimates of TFP growth in Indian manu-
facturing (organized segment) presented in
various earlier studies are taken up for dis-
cussion in section 2. Certain inaccuracies
on TFP measurement are pointed out and
corrections are made in this section. In sec-
tion 3, an attempt is made to provide em-
pirical content to the theoretical argument
that a downward bias may arise in the mea-

11 Annual Survey of Industries, National Statistical Office, Ministry of Statistics and Programme Implementation,
Government of India.

12 These are financial years, from April 1 to March 31 of the following year. Thus, 2008-09 means, April 1, 2008
to March 31, 2009, similarly for other financial years.
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surement of TFP based on growth account-
ing in a situation of ongoing trade reforms.
Section 4 is devoted to an analysis of the
effect of trade liberalization on manufactur-
ing productivity based on plant-level data.
Finally, the key conclusions of the study are
summed up in section 5.

Trends in Import Penetration
Ratio

To begin the discussion, the following
question may be asked: did trade liber-
alization of the 1990s (and later) lead to
a substantial hike in import competition
faced by domestic producers of manufac-
tured goods in India, resulting in a marked
increase in the import penetration ratio?13

What does the available data on import
penetration tell us on this point?

According to the estimates made by
the present author (computation and data
sources explained in Goldar, 2022), the im-
port penetration ratio in Indian manufac-
turing (excluding petroleum products) was
about 9 per cent in 1990-91 and it rose
only by 3 percentage points between 1990-
91 and 1998-99. Going by the estimates
made by Das (2016: 21), the import pen-
etration ratio in manufacturing increased
from about 10 per cent in 1990-91 to about
15 per cent in 2009-10. It is, however, im-
portant to note that it was lower in 1996-97

than in 1990-91.
The quantitative restrictions (QRs) on

imports of intermediate and capital goods
were mostly removed in the 1990s, but the
QRs on a large section of consumer goods
continued during most of the 1990s and
QRs were only removed in 2000 and 2001.
Thus, the trends in import penetration
should be seen for intermediate goods and
capital goods separately from consumer
goods. For intermediate goods, Das (2016:
36) finds that the import-penetration ratio
rose only by a couple of percentage points
between 1990-91 (when it was about 11 per
cent) and 1996-97, and then it came down,
with the result that the import penetration
ratio for intermediate goods in 1999-2000
was almost the same as that in 1990-91.
By and large, the same was the trend in
import penetration ratio in capital goods –
it was about 16 per cent in 1990-91, there
was a slight increase till 1996-97 and then
a fall – the figure for 1999-2000 was only
slightly higher than that for 1990-91.

The removal of QRs on imports of man-
ufactured products took place along with
a substantial lowering of tariff rates on im-
ports. The tariff rates in India by the end
of the 1980s were very high, one of the high-
est in the world, and with the initiation of
trade reforms coupled with industrial re-
forms, the tariff rates were cut substan-
tially. According to Pursell et al. (2007),14

13 The import penetration ratio is defined as imports divided by availability, where availability is equal to domestic
production plus imports minus exports (Das, 2016:19).

14 According to the data on tariff rates provided by Pursell et al. (2007), the collection rate of duty in 1991 was
about 60 per cent of the value of imports. This probably also includes countervailing duty (equal to excise
duty on domestic products) and thus the protective component of actual customs duty paid was lower than
60 per cent. Nouroz (2001) reports that in 1992-93 the average tariff rate across manufacturing industries was
about 92 per cent and the collection rate was about 46 per cent. These two rates fell to 35 per cent and 28
per cent respectively by 1997-98
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the average industrial tariff fell from 130
per cent in 1991 to about 40 per cent by the
end of the 1990s. Somewhat similar figures
on tariff rates on industrial products have
been reported by Das (2016:24).15 Accord-
ing to Nouroz (2001) the import-weighted
average tariff for manufactured goods was
90.5 per cent in 1987 which came down to
38 per cent in 1994 and further down to
30 per cent in 1997 (also see, Mathur and
Sachdeva, 2005; and Singh, 2017).

Along with the lowering of tariff rates,
there was a lowering of the effective rate of
protection (ERP) of Indian manufacturing
industries (accorded by tariff) during the
1990s.16 It is important to recognize, how-
ever, that before the onset of tariff reforms
in the post-1991 period, there was a good
deal of ‘water in tariff’ (also called tariff
redundancy). This arises when the tariff
rate is more than the difference between
the domestic price and the international
price of a tariff-protected good. It means
that the domestic producers are charging
a price less than the maximum chargeable
price level beyond which the price of the
imported substitute (even after paying the
tariff) will become cheaper – this is often
caused by intense competition among the
domestic producers in the local markets.
To provide some data on this aspect in the
Indian context, although the average tariff
rate on industrial products was more than

100 per cent in 1986, the difference in the
prices of like products in India and in in-
ternational markets, which is known as im-
plicit tariff, was on an average only about
50-60 per cent. For one sizeable section
of industries, comprising mostly consumer
goods industries, it was less than 30 per
cent (Pursell et al., 2007, pp. 5, 22-24).
By 1991, going by the estimates made by
Pursell et al. (2007:5), the average implicit
rate of tariff was only about 30-40 per cent.
Interestingly, it touched zero by 1993, in-
creased slightly thereafter and then came
back to zero by the end of the 1990s. An
additional point to be noted here is that,
in the early 1990s, tariff cuts were com-
bined with substantial depreciation in the
exchange rate that neutralized the effect of
tariff cuts; this would be realized by ex-
amining the trends in the real effective ex-
change rate during the early 1990s (Goldar,
2002; Pursell, et al., 2007). The main point
being made here is that in the first half of
the 1990s, the tariff cuts probably did not
put a large section of the domestic manu-
facturers at any great disadvantage vis-à-
vis imports because of (a) the previously
prevailing significant ‘water in tariff’ (i.e.,
tariff redundancy) and (b) the fact that ef-
fect of tariff cuts was neutralized to some
extent by exchange rate depreciation.

Given the changes that took place in re-
spect of tariff rates on industrial goods and

15 See Goldar et al. (1992), Goldar and Saleem (1992), Nouroz (2001), and Goldar (2002) for information on
tariff rates in the pre-reform period and in the initial five to ten years of the post-reform period.

16 For an analysis of trends in the effective rate of protection (ERP) of Indian manufacturing accorded by tariff in
the 1980s, 1990s and 2000s, see Goldar and Saleem (1992), Nouroz (2001), Ahluwalia (2006), and Das (2003a,
2016). There is a clear indication that the ERP accorded by tariff to Indian manufacturing fell during the
1990s following the tariff cuts. According to the estimates presented in Ahluwalia (2006), the average ERP of
Indian manufacturing fell from about 166 per cent in 1988-89 to 55 per cent in 1996-97. Das (2016, Figures
4.2 and 4.4) reports that the average ERP of manufacturing was 129 per cent in 1990-91, which fell to about
40 per cent by the end of 1990s, and to 21 per cent by 2009-10.
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QRs, how does one interpret the findings
regarding import penetration ratio – the
absence of any marked increase in import
penetration? Does this mean that the QRs
on intermediate and capital goods were not
constraining the imports of such goods be-
fore the QRs were removed? Or is it pos-
sible that although imports were permit-
ted and tariffs were lowered, the exchange
rate depreciation made imports very costly
and therefore increases in imports did not
take place? Or could this be interpreted
as showing that the domestic industry was
able to improve its competitiveness suffi-
ciently after the initiation of trade reforms
impelled by the challenges and strength-
ened by improved access to imported ma-
terials, parts and components, and capital
goods, so that they could squarely meet im-
port competition? If the last one is the true
explanation or a major explanation, then a
follow-up question that arises is, why did
this improvement in the competitiveness of
domestic producers not show up in the esti-
mates of TFP growth in growth accounting
studies? Taking a cue from this question
and other observations made above, the ba-
sic purpose of the article, as stated earlier,
is to draw attention to the possibility that
the measured TFP growth for Indian man-
ufacturing has not properly captured the
improvements that took place. This is es-
sentially the argument made.

Corrections Needed in TFP
Growth Estimates

In this section, attention is drawn to

three corrections that need to be made
in computing TFP growth in Indian man-
ufacturing based on the growth account-
ing methodology applied to ASI data for
a valid comparison between the 1980s and
1990s. To provide empirical content to the
arguments, a fresh set of TFP growth es-
timates are presented – these are shown
with the corrections and without the cor-
rections, so that the impact of corrections
may be judged. The construction of the
dataset on output and inputs is similar to
(but not the same as) that in earlier stud-
ies of the present author (Goldar, 2015, and
Goldar, 2017) and is explained in the on-
line Appendix. 17 The basis data source is
ASI, which is the source used by most ear-
lier studies on TFP growth in Indian man-
ufacturing.

Before taking up the corrections needed,
it is important to provide some information
on the gap in TFP growth rates between
the pre-reform period and post-reform pe-
riod (or to be more specific the initial phase
of the post-reform period) reported in var-
ious studies. Table 1 shows the total factor
productivity (TFP) growth estimates for
Indian manufacturing (organized segment)
covering most of the studies undertaken.

For the estimates based on the value-
added function, the gap in TFP growth be-
tween the pre-reform and post-reform pe-
riod is about one percentage point per an-
num or higher (with one exception where
the gap is 0.5 percentage points). In some
studies, the gap is about two percentage
points per annum. In the case of the TFP
estimates based on gross output function,

17 http://www.csls.ca/ipm/43/IPM_43_Goldar_Appendix.pdf.
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Table 1: Estimates of TFP Growth in Indian Manufacturing, Earlier Studies

Author(s) Pre-reform Post-reform
Estimated TFPG (% per annum) and
period in parentheses

Estimated TFPG (% per annum)
and period in parentheses

Panel A: Based on Value-Added Function

Trivedi et al. (2000) 3.06 (1981-82 to 1990-91) 1.96 (1990-91 to 1997-98)
Goldar and Kumari (2003) 4.27 (1981-82 to 1990-91) 1.60 (1990-91 to 1997-98)
Goldar (2004) 2.14 (1979-80 to 1990-91) 1.57 (1991-92 to 1999-2000)
Goldar (2006) 4.52 (1981-82 to 1990-91) 1.86 (1990-91 to 1997-98)
Ahluwalia (2006) 3.8 (1980-81 to 1990-91) -7.8 (1991-92)

3.4 (1991-92 to 1997-98)
Rajesh Raj and Mahapatra (2009) 1.40 (1980-81 to 1990-91) (-)0.52 (1991-92 to 2002-03)
Trivedi et al. (2011) 2.1 (1980-81 to 1990-91) 1.0 (1991-92 to 2007-08)
Datta (2014) 2.05 (1980-81 to 1990-91) (-)0.45 (1990-91 to 2003-04)
Rijesh (2019) 3.4 (1980-81 to 1990-91) 2.9§ (1991-92 to 2007-08)

(-)3.2 (2008-09 to 2013-14)

Panel B: Based on Gross Output Function

Trivedi et al. (2000) 1.26 (1981-82 to 1990-91) 0.63 (1990-91 to 1997-98);
Goldar and Kumari (2003) 1.89 (1981-82 to 1990-91) 0.69 (1990-91 to 1997-98)
Trivedi (2004) 1.90* (1980-81 to 1991-92) 0.70* (1992-93 to 2000-01)
Goldar (2006) 2.13 (1981-82 to 1990-91) 0.90 (1990-91 to 1997-98)
Banga and Goldar (2007)Ä 0.88 (1980-81 to 1989-90) 0.26 (1989-90 to 1999-2000)
Virmani and Hashim (2011)Ä 0.61 (1981-82 to 1990-91) 0.25 (1990-91 to 1997-98)
Das and Kalita (2011) 0.65# (1980-81 to 1989-90) 0.31# (1990-91 to 1999-2000)

Major economic reforms began in India in 1991. The estimates of TFP growth for the post-reform period shown
in the table include, in most cases, one or two years of the pre-reform era. However, it is appropriate to consider
the estimates shown in the last column of the table as the estimates of TFPG for the post-reform period, since
post-reform years dominate. (2) Most available studies on TFPG in Indian manufacturing at the aggregate level
based on growth accounting are included in the table, but not all. (3) While specifying the period for which TFP
growth estimates are provided, some authors have included the first year, and some have not. The periodization as
given by the author(s) has been adopted for the table without making any change. (4) If both single-deflated and
double-deflated GVA (gross value added) based estimates are available, the former has been taken.

# This estimate of Das and Kalita (2011) is the average of ten two-digit industry-level estimates each of which is the
Domar aggregation of TFP growth in constituent three-digit industries (together accounting for about 70 percent of
manufacturing GVA). Das (2003b) presented estimates of TFP growth in three broad industry groups. For capital
goods industries and consumer goods industries, the average rate of TFP growth during the 1990s was found to be
lower than that during the 1980s. * Trend growth rates in TFP. § Combining the estimates for 1991-92 to 2000-01
and 2001-02 to 2007-08 provided in the study. Ä These studies use capital, labour, energy, materials, and services
(KLEMS) as five inputs.

Source: Prepared by the author

the gap is relatively smaller. But the gap in
TFP rate between the post-reform period
and the pre-reform period is more than one
percentage point in some cases.

The shortcoming or inaccuracies in the
computed TFP growth rates are taken up
next. These points are relevant to the stud-
ies which are based on ASI data (applicable
to most studies on TFP growth in Indian
manufacturing).

Inaccuracy 1

One aspect to which attention needs to
be drawn is that there was a significant in-

crease in hours of work among workers in
manufacturing in the 1980s, and this needs
to be accounted for in the TFP growth esti-
mates. This may be seen in Chart 1 which
shows days worked per employee and days
worked per worker during 1975-76 to 2017-
18. During the 1980s there was a significant
increase in days worked per employee and
per worker, coming to an additional 35 days
in a year. Going by headcount (number of
persons employed or number of employees),
the growth in labour input in manufactur-
ing was slow in the 1980s, only 0.5 per cent
per year. It is necessary to correct this by
incorporating changes in days worked per
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Chart 1: Days worked Per Year Per Worker and Per Employee, Indian Manufacturing,
1975-1976 to 2017-2018

Source and note: Author’s computations based on EPWRF (Economic and Political Weekly Research
Foundation) dataset which has been prepared using ASI data (hereafter called EPWRF dataset based on ASI).
Data on days worked are not available for 1997-98 and 1998-1999.

employee. The average annual growth rate
in days worked per employee was about one
per cent during 1980-1990. This raises the
growth rate in labour input in manufactur-
ing during 1980-1990 from 0.5 to 1.5 per
cent per annum.

In her analysis of jobless growth in In-
dian manufacturing in the 1980s, Bhalo-
tra (1998a:23) has noted this phenomenon
of significantly rising days worked per em-
ployee in that decade. She has provided
some explanations for the observed hike in
hours per employee in the 1980s: uncer-
tainty, competition, fear,18 and infrastruc-
ture development.19 She has noted that
the growth in hours worked per worker was

one of the contributory factors to the mea-
sured TFP growth in Indian manufacturing
in the 1980s.20

This raises a methodological question. If
hours worked per worker go up in a partic-
ular period because of de-hoarding of sur-
plus labour that existed at the beginning of
the period, better infrastructure availabil-
ity helping in cutting down power shortages
and raw materials shortages, a changed
policy environment, should this be treated
as more labour input or as more productiv-
ity. Note here that in the empirical litera-
ture on productivity, labour input in man-
ufacturing has been measured on the ba-
sis of hours worked in many studies rather

18 Falling employment and reduced support of government for workers induced fear and discipline among workers.
Less time was lost because of industrial disputes.

19 Time losses on account of power shortages and materials shortfalls were avoided.

20 Bhalotra (1998b) observes that unless the recuperation of time losses are accounted for, the TFP estimates
exaggerate TFP growth in Indian manufacturing in the 1980s.
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than the number of persons (Kathuria et
al. 2014:33).21

If one is undertaking a study on TFP
growth in Indian manufacturing in the
1980s only, one may use the number of per-
sons employed as the measure of labour in-
put or base the measure of labour input
on total days worked by all employees, and
then interpret the estimates of TFP growth
accordingly. But, when the estimates of
TFP growth are to be compared between
the 1980s and 1990s, and in one decade,
days worked per employee has increased
significantly and in the other decade there
has been no such increase, then it seems
reasonable to argue that it is essential to
take into account the increases in days per
employee in the 1980s as a part of increases
in labour input to make the comparison
meaningful. The implication is that the
computed TFP growth for the 1980s will
go down if this aspect is incorporated into
the computation.

Inaccuracy 2

The second issue that needs attention re-
lates to the income share of labour in gross
value added. In applying the growth ac-
counting methodology, it is assumed that
factor income shares are equal to the elas-
ticities of output with respect to the fac-
tors of production. This involves the as-
sumptions of constant returns to scale and
perfect competition in product and factor
markets. Let α and β be the true elastic-

ity of output (real gross value added) with
respect to labour and capital. The rate of
TFP growth (TFPG) is computed as:

TFPG = Ŷ − αL̂ − βK̂ (1)

where the caret symbol denotes the growth
rate, Y denotes real GVA (gross value
added), L denotes labour input and K de-
notes capital input. Note, however, that
the true elasticities are not known and in
their place, the income shares are used. Let
α∗ be the observed income share of labour
and β∗ be the observed income share of
capital.

The computed TFPG, denoted by TFPG′,
then becomes:

TFPG′ = Ŷ − α∗L̂ − β∗K̂ (2)

If the observed income shares of labour
and capital (α∗ and β∗) deviate from the
true elasticities (β and β), the measured
TFP growth will differ from true TFP
growth (see Box 1 in this context). The
important question here is whether trade
reforms had an impact on the labour in-
come share and hence on the deviation of
observed income shares from the true elas-
ticities and did this cause an underestima-
tion of TFP growth for the 1990s? It looks
like there are reasons to believe so.

Protection from international trade re-
sults in rents which are distributed between
labour and capital according to their rel-

21 This is not true for studies on India’s organized manufacturing. The measure of labour input is based on
headcount (e.g., total number of persons engaged) in Goldar and Kumari (2003), Unel (2003), Das (2003b),
Goldar (2004b, 2006), Banga and Goldar (2007) Trevedi, et al. (2011), and Rijesh (2019). This is possibly
true for several other such studies on manufacturing sector productivity based on ASI data.
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ative bargaining power. There need not
be proportional distribution of rents, pro-
portional to non-rent factor incomes; hence
α∗ and β∗ are expected to differ from the
true elasticities. There is some literature
for India and other developing countries
which provides an empirical basis to ar-
gue that the removal of trade protection
tends to lower the income share of labour.22

This occurs presumably because relatively
greater downward adjustments in their in-
comes are made by labour than capital as
rents associated with protection are eroded
with liberalized trade.

The average income share of labour in
India’s organized manufacturing (emolu-
ments divided by GVA, both at current
prices) was about 39 per cent during 1980-
1990 and about 28 per cent during 1991-
1999. One possible interpretation of these
figures is that the labour income share in
the post-reform period understates the true
elasticity of GVA with respect to labour
(hereafter called GVA-labour elasticity) in
this period. Or one may argue that labour
income share understates the elasticity in
both pre-reform and post-reform periods,
and the extent of deviation is greater in the
post-reform period. If this is true,23 then
the conventionally measured TFP will un-
derstate TFP growth in Indian manufac-
turing, particularly in the 1990s.

The underestimation of TFP growth oc-
curs because the growth rate in labour
input in Indian manufacturing has been
much lower than that in capital stock

(which is taken as a measure of capital in-
put). Hence, if the income share of labour
is less than the GVA-labour elasticity be-
cause of the disproportionate redistribution
of rents associated with trade reform, then
this tends to raise the estimated growth
rate in total input, and thus understates
the growth rate in TFP. Possibly such a
gap was there in the data for the post-
reform period, causing an under-estimation
of TFP growth. Or the gap might have
been there in both pre- and post-reform pe-
riods but was greater in the post-reform pe-
riod leading basically to the same or similar
consequence.

To pursue the above line of argument
further, let us consider the trends in
labour income share and what adjustment
is needed for a more accurate TFP growth
measurement. A precise adjustment of the
labour income share to reflect properly the
GVA-labour elasticity is difficult to do, and
thus not attempted here. Nonetheless, a
rough adjustment is done based on two
econometric exercises – in one exercise, a
Cobb-Douglas two-input production func-
tion is estimated to derive the GVA-labour
elasticity, and in the other exercise, an
econometric model for explaining labour
income share is estimated.

22 On this issue, especially in the Indian context, see Goldar and Agarwal (2005); Abraham and Sasikumar
(2017); Gupta and Helble (2018); and Goldar (2022); among others.

23 Whether this is true or not, needs a detailed investigation. While some analysis is presented here, a complete,
thorough treatment of issue is beyond the scope of the article.
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Box 1: Factor Income Share and
Output Elasticities

In applying the growth accounting
methodology for estimating TFP growth,
there is an assumption that factor income
shares are equal to the elasticity of output
with respect to various factors of produc-
tion. In the case of a two-input production
function, taking value added as output, and
labour and capital as inputs, the applica-
tion of growth accounting methodology as-
sumes that the elasticity of real value added
with respect to labour is equal to the in-
come share of labour in gross value added,
and the elasticity of real value added with
respect to capital is equal to the income
share of capital in value added. Since the
income shares of labour and capital add up
to one, there is an assumption of constant
returns to scale. Doubts have often been
expressed on the validity of these assump-
tions in the context of the application of
the growth accounting methodology to in-
dustries in developing countries.

Unel (2003) presented estimates of TFP
growth in Indian manufacturing in the pre-
and post-reform periods. For one set of es-
timates, the elasticity of GVA with respect
to labour was taken as constant at 0.6. The
argument given is that labour income share
in Indian manufacturing significantly un-
derstates elasticity of output with respect
to labour, especially for the 1990s. He
referred to the elasticities emerging from
production function estimates in Ahluwalia
(1991) and noted that labour’s income
share in manufacturing in five leading in-
dustrialized countries was in the range of

0.57 to 0.65. This issue has been examined
in Goldar (2004).

In the analysis undertaken by Viramani
and Hashim (2009) using an estimated CSE
(constant elasticity of substitution) pro-
duction function, they have found that
wage rate and marginal productivity of
labour in Indian manufacturing were nearly
the same during 1980-91, but the wage rate
was about 20 per cent lower than marginal
productivity during 1992-2001. This means
that labour income share was smaller than
corresponding elasticity in the post-reform
period. This finding has relevance to the
analysis presented in this article.

Bosworth et al. (2007) have studied the
sources of growth of the Indian economy us-
ing the growth accounting framework. In-
stead of using the income shares of labour
and capital as elasticities for computing
TFP growth for industry and services sec-
tors, they take the output elasticity with
respect to labour and capital as 0.6 and 0.4
respectively. They note that self-employed
workers form a dominant part of employ-
ment in India, and there is considerable
difficulty in separating labour income com-
ponent and capital income component out
of the mixed income of the self-employed.
While there are some arguments for taking
the GVA elasticity with respect to labour
to be more than labour income share, a
different set of arguments, for instance in-
creasing returns to scale, embodied techno-
logical progress and externalities associated
with investment, could provide a basis for
taking the GVA elasticity with respect to
capital as substantially above the income
share of capital (Romer, 1987).
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Table 2: Estimates of a Cobb-Douglas Production Function, Indian Manufacturing

Dependent variable: ln(Y/L)

Period: 1980-81 to 2017-18
(22 two-digit industries)

Explanatory variables Regression-1
(Fixed-effects)

Regression-2
(FGLS)

Regression-3 (dif-
ference GMM)

Regression-4
(system GMM)

ln(Y/L)t-1 0.727(15.5)*** 0.702(19.1)***
ln(K/L) 0.436(1.72)* 0.429(15.02)*** 0.255(3.64)*** 0.250(3.47)***
ln(K/L)*D1990-1999 0.030(0.72) -0.031(-1.84)* -0.075(-2.24)** -0.066(-1.75)*
ln(K/L)*D2000-2007 0.166 (2.74)** 0.036(1.87)* -0.021 (-0.62) -0.009(-0.22)
ln(K/L)*D2008-2017 0.180(2.01)** 0.050 (2.66)*** -0.030(-0.65) -0.016(-0.29)
D1990-1999 -0.107(-0.73) 0.116(1.74)* 0.229(1.97)** 0.187(1.44)
D2000-2007 -0.732(-3.04)*** -0.244(-2.79)*** -0.033(-0.28) -0.082(-0.60)
D2008-2017 -0.868(-2.47)** -0.374(-4.01)*** -0.022(-0.12) -0.076(-0.35)
ln(man-days per employee) 0.055(0.19) 0.272(4.85)*** 0.333(1.43) 0.425(1.80)*
Time (year) 0.032(2.94)*** 0.037(17.69)*** 0.006(1.71)* 0.007(3.05)***
Number of observations 836 836 792 814
R-squared 0.77
F-value and prob. 73.8 (0.000)
Wald chi-sqr and prob. 3810.0(0.000) 2795.5(0.000) 5921.0 (0.000)
Sargan test of over-
identified restrictions,
chi-sqr, and prob.

511.4 (0.92) 609.7(0.32)

AR(1) -3.56(0.000) -3.56(0.000)
AR(2) 2.15(0.031) 2.12(0.034)
No. of instruments 569 605

Source and note: Author’s computation based on EPWRF dataset on ASI. In addition, data on prices have been used.
Y=real gross value added; L=labour input (persons employed); K=deflated fixed capital stock. D1990-1999, D2000-2007
and D2008-2017 are dummy variable for the periods 1990-99, 2000-07 and 2008-17 respectively. Robust standard errors.
t-values in parentheses. *, **, *** Statistically significant at 10 percent level, 5 percent level and one percent level respec-
tively.

The estimation of a constant-returns-to-
scale Cobb-Douglas two-input production
function has been done by using panel data
for 22 two-digit industries from the years
1980 to 2017. The fact that days per em-
ployee grew significantly during the 1980s
has been incorporated into the analysis by
taking days per employee as an additional
explanatory variable.24 A time trend vari-
able is included to capture the impact of
technical change as well as other develop-
ments in the economy. Intercept and slope

dummy variables have been included in
the estimated model for the periods, 1990-
1999, 2000-2007, and 2008-2017. The pur-
pose is to find out if the capital and labour
elasticities in the periods 1990-99, 2000-
2007 and 2008-17 were significantly differ-
ent from that during 1980-89. The results
are shown in Table 2. In regressions (1)
and (2), the results obtained by applying
the fixed-effects model and the feasible gen-
eralized least-squares (FGLS) method are
presented.25 In regressions (3) and (4), the

24 Number of persons employed and days per employee are taken as two variables instead of combining them into
one variable to impart greater flexibility in modelling.

25 Tests of cross-sectional independence (Pesaran test, Friedman test, and Frees test) indicate the presence of
cross-sectional dependence. This provides justification for using the FGLS method. In estimating the model,
heteroskedastic and correlated error structure has been incorporated along with AR1 autocorrelation structure.
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results obtained by applying the difference
and system GMM (Generalized Method of
Moments) estimators are presented.26

To take up the results in Regressions (1)
and (2) first, the coefficient of the capital-
labour ratio is found to be positive (as ex-
pected) and statistically significant. The
numerical value of the coefficient is plau-
sible as the elasticity of value-added with
respect to capital input. The coefficient of
the interaction term involving the capital-
labour ratio and the dummy variables for
the periods 2000-2007 and 2008-2017 are
positive and statistically significant which
indicates that the elasticity of real GVA
with respect to capital was relatively higher
(and thus the elasticity with respect to
labour was relatively lower) in the periods
2000-2007 and 2008-2017 than that dur-
ing 1980-1989. The interaction term in-
volving the capital-labour ratio and the
dummy variable for the period 1990-1999
is negative and statistically significant in
the FGLS estimates. The hypothesis that
the elasticity was the same between the two
periods 1980-89 and 1990-99 is therefore re-
jected. This suggests that the GVA-labour
elasticity during 1990-1999 was higher than
that during 1980-1989 (contrary to the pat-
tern seen in the actual income shares).

Turning next to the results in Regression
(3) and (4), the coefficient of capital-labour
ratio is found to be positive and statisti-
cally significant, as in Regressions (1) and
(2). The interaction terms involving the

capital-labour ratio and the period dummy
variables for 2000-2007 and 2008-2017 are
statistically insignificant. It may thus be
inferred that the GVA-labour elasticities in
2000-2007 and 2008-2017 were not signifi-
cantly different from that in 1980-1989. On
the other hand, the interaction term involv-
ing the capital-labour ratio and the period
dummy variable for 1990-1999 is negative
and statistically significant, as in the FGLS
estimates. This indicates that the elastic-
ity of value added with respect to capi-
tal (hereafter GVA-capital elasticity) was
lower and hence the GVA-labour elastic-
ity was higher in 1990-1999 than that in
1980-1989. This is the opposite of what
one might think based on observed trends
in labour income share.

The results in Table 2 suggest that to
apply the growth accounting methodology
to compute TFP growth in Indian manu-
facturing in the post-reform period, the in-
come share of labour for the 1990s should
be adjusted upwards to the level of that
in the 1980s, i.e., upward adjustment by
about 11 percentage points or even higher.

In the second exercise, an analysis of
inter-industry inter-temporal variation in
labour income share is done by (a) estimat-
ing an econometric model to explain labour
income share of various two-digit industries
in the period 1980-1988, and then (b) us-
ing that model to predict labour income
share for the 1990s which is then compared
with actual labour income share.27 The

26 The GMM and the FGLS methods have been used in the estimation of production based on industry-level
data by Pablo-Romero et al. (2019).

27 Labour income share is regressed on the logarithm of capital-output (value added) ratio and time trend (see
Annex-B). See Gupta and Helble (2018) who have employed a similar specification for a plant-level study with
several other control variables added.
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Chart 2: Labour Income Share in GVA (%), Indian Manufacturing, 1980-1999, actual
and model predicted
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Source and note: Author’s computation based on EPWRF dataset on ASI. The estimated fixed-effects model
that has been used for the prediction of labour income share (see Annex-B).

predicted (based on the fixed-effects model)
and actual labour income for the period
1980 to 1999, the average across two-digit
industries, are shown in Chart 2. A gap is
found between the predicted labour income
share and the actual labour income share
for the 1990s. On this basis, it seems an
upward correction of 3.3 percentage points
in the average labour income share in the
1990s is needed to use the labour income
share in the application of growth account-
ing.

Since the first exercise suggests an up-
ward adjustment by 11 percentage points
or higher and the second exercise suggests
an upward adjustment by 3.3 percentage
points, the middle path has been taken and
thus the average of the two figures has been
adopted. Accordingly, an upward adjust-
ment by 7 percentage points has been done
with the hope that with this adjustment
labour income share in the 1990s will bet-
ter represent the GVA-labour elasticity.

As a follow-up to the discussions on
methodology above, some estimates of
TFP growth in Indian manufacturing (or-
ganized) based on ASI data are presented
next. Table 3 shows the growth rates
in real GVA, labour inputs (persons em-
ployed) and capital input (fixed capi-
tal stock formed by perpetual inventory
method) and labour income share in GVA
for the periods 1980-1990, 1990-1999 and
1991-1999. Since 1991 was a year of eco-
nomic crisis, it is perhaps not fair to in-
clude it in the post-reform period to evalu-
ate the relative performance in the two pe-
riods. Hence, for the post-reform period,
growth rates in the years 1990-1999 and
1991-1999 are both considered, the latter
being the preferred sub-period for judging
the relative performance.

It is evident that based on the conven-
tional measure of TFP, the performance in
terms of TFP growth was relatively worse
in the post-reform period (see the second
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Table 3: Growth Rates in Real GVA, Labour and Capital Input, and TFP,
Indian Manufacturing

Period Real GVA
(% p.a.)

Labour
(% p.a.)

Capital
(% p.a.)

Labour in-
come share

TFP (%
p.a.)

TFP alter-
nate (% p.a.)

1980-1990 8.1 0.46 7.18 0.39 3.5 3.4

1990-1999 7.28 1.25 8.72 0.28 0.7 1.1

1991-1999 8.85 1.3 9.05 0.28 1.9 2.5
Source and note: Author’s computation based on EPWRF dataset on ASI (along with data on
prices).

last column) – a gap of about three per-
centage points per annum. The gap re-
duces substantially when the period 1991-
1999 is taken rather than 1990-1999, which
seems to be more appropriate for compar-
ison to evaluate the impact of reforms. In
this case, the gap is 1.6 percentage points
per annum.

The revised set of estimates of TFP
growth that are obtained after incorporat-
ing the above-mentioned two adjustments
relating to days per employee and labour
income share is presented in the last col-
umn of Table 3. The gap in the growth rate
of TFP between the pre- and post-reform
periods comes down substantially. In this
case, the gap is 0.9 percentage points per
annum.

Inaccuracy 3

Attention may next be drawn to an-
other possible source of bias in TFP esti-
mates. This bias arises from differences in
the growth rate of prices of energy input
and that of manufactured products.

Energy prices grew faster than manufac-
turing sector output prices in the 1970s.
The gap considerably narrowed in the
1980s when the growth rate in energy prices
was only slightly higher than the growth
rate in prices of manufactured products
(6.6 as against 6.1 per cent per annum).28

In the 1990s, again, energy prices grew
faster than manufactured product prices –
the trend growth rate during 1990-99 were
9.7 per cent per annum for fuel, power,
light and lubricants and 6.7 per cent per an-
num for manufactured products. The im-
plication is that if the single-deflated value
added is used for computing TFP growth
(as in Table 3), there will be a downward
bias in the estimated TFP growth for the
post-reform period of the 1990s.29

To address this issue regarding the di-
vergence between the rate of growth in en-
ergy prices and that in manufactured prod-
uct prices which tends to create a bias
in the estimates of TFP growth based on
the single-deflated GVA, a KLE (capital-
labour-energy) production function is used.
In this framework, the net output is defined

28 These comparisons are based on the official series on wholesale price indices, Office of the Economic Adviser,
Department for Promotion of Industry and Internal Trade, Ministry of Commerce and Industry, Government
of India

29 For a discussion on the biases in TFP measurement arising from the use of single-deflated GVA, see Balakr-
ishnan and Pushpangadan (1994 and 1998); and Rao (1996).

30 Energy cost is deflated by an energy price index to derive the series on energy input. For a discussion on
econometric estimation of the KLE production function, see Brockway et al. (2017), among others.
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Table 4: Growth Rates in Real Net Output, Labour and Capital Input, Energy Input, and
TFP, Indian manufacturing (KLE production function framework)

Period Real net out-
put (GVA+
energy cost)
(% p.a.)

Labour
(%
p.a.)

Capital
(%
p.a.)

Energy
(%
p.a.)

Labour in-
come share
in net out-
put

Energy in-
come share
in net out-
put

TFP
(%
p.a.)

TFP
alternate
(% p.a.)

1980-1990 8.2 0.46 7.18 5.52 0.3 0.24 3.32 3.02

1990-1999 7.27 1.25 8.72 3.84 0.22 0.23 1.31 1.72

1991-1999 8.55 1.3 9.05 3.77 0.21 0.23 2.38 2.8
Source and note: Author’s computation based on EPWRF dataset on ASI.

as gross output minus materials and ser-
vices input. There are three inputs: labour,
capital and energy.30 The growth rate of
TFP is obtained as the growth rate in de-
flated net output minus the growth rates in
labour, capital and energy inputs weighted
by their respective income shares. The
computed growth rates of TFP for the pre-
reform and post-reform periods obtained
by applying the KLE production function
framework are shown in Table 4.

After energy input is incorporated into
the method of computing TFP growth
based on growth accounting, the rate of
TFP growth for the period 1991-1999 is
found to be only one percentage point lower
than the growth rate in TFP for the period
1980-1990 (see second last column). In the
next step, adjustments are made for the in-
crease in days per employee in the 1980s
and the dip in the income share of labour
in the 1990s because of which a gap proba-
bly arose (or the existing gap got widened)
between labour income share and the GVA-
labour elasticity. After making these ad-
justments, the growth rate in TFP in man-
ufacturing during 1980-1990 is found to be
3.0 per cent per annum and that during
1991-1999 is found to be 2.8 per cent per
annum – the gap is only 0.2 percentage
points.

One point that may be raised here is
concerned with the computation of capital

stock series, for which the rate of economic
depreciation has been taken as 5 per cent.
However, in the initial period after the on-
set of trade and other economic reforms,
the rate of obsolescence of capital assets
must have been relatively higher and there
is justification for using a higher rate of de-
preciation for the first half of the 1990s. If
a higher rate of deprecation is applied say 6
or 7 per cent per year, the annual average
growth rate in capital stock in the 1990s
will go down, and the gap in the growth
rate in TFP between the 1980s and 1990s
seen in Table 4 will probably disappear.
The growth rate in TFP in the 1990s may
even turn out to be higher than that in the
1980s if a higher rate of deprecation is ap-
plied to the 1990s on the ground that the
rate of obsolescence of capital assets was
much higher in the 1990s than in the 1980s.

Since the estimates of production func-
tion presented in Table 2 have played a
key role in the adjustments made above,
a brief discussion on the reliability of the
production function approach to deriving
the GVA-labour elasticity rather than base
it on income share would be in order here.

It is known that due to market imper-
fections in emerging economies, the key as-
sumption in the growth accounting frame-
work that factors are paid according to
marginal product is not valid and there is
some advantage in carrying out productiv-
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ity analysis based on an estimation of a
production function. The advantage of the
production function approach is that the
assumption of constant returns to scale and
perfect competition need not be imposed
(Kathuria, et al., 2014:43). The major dis-
advantage of the production function ap-
proach is the problem of identification of
the production function because of simul-
taneity in the determination of inputs and
output. Additionally, there are problems of
autocorrelation and multi-collinearity, and
biases in estimates caused by errors in the
measurement of inputs, particularly capital
input.

Because of the errors in the measurement
of capital input, the coefficient of capital
tends to be underestimated and if one im-
poses constant returns to scale, the coef-
ficient of labour is over-estimated. Thus,
the production function approach does not
necessarily have a clear advantage over
the growth accounting approach. Also,
when one uses time-series data on aggre-
gate manufacturing or industry-wise panel
data for estimating a production function,
one is assuming implicitly that an aggre-
gate production function exists. The ex-
istence of an aggregate production func-
tion requires several stringent conditions
including the condition that each specific
type of labour and capital should receive
the same price in each industry (Jorgenson
et al. 2005:364). Thus, the competitive
market assumption probably becomes nec-
essary to ensure that the same price pre-
vails in each industry for a specific type of
labour or capital.

While the above point about the ag-
gregation applies to the production func-
tion estimates based on industry-level data,

the production function estimates based on
plant-level data used in the analysis pre-
sented later in Section 4 do not involve
an aggregation to the economy level. In
these estimates, the GVA-labour elasticity
is found to be above 0.5, supporting the
estimates based on the industry-wise panel
data in Table 2. A very similar estimate of
the elasticity of real GVA with respect to
labour (0.54 to 0.59) is reported in Gupta
and Veermani (2015a, Table 4) based on
plant-level data of ASI.

To sum up, in the discussion above, cer-
tain corrections that need to be made to
TFP growth estimates for the 1980s and
1990s for ensuring a valid comparison were
pointed out and a fresh set of estimates of
TFP growth in Indian manufacturing with
and without making the corrections were
presented. The upshot of the above dis-
cussion is that if due corrections are made
to TFP growth estimates, there is a very
small difference (or no difference at all)
in the estimated growth rates of TFP in
Indian manufacturing between the decade
preceding the economic reform and the ini-
tial phase of post-reforms. Next, the anal-
ysis is taken a step further. A theoretical
analysis concerning productivity growth is
presented on the basis of which a bias in
TFP measurement for Indian manufactur-
ing in the post-reform period is identified.

Providing Empirical Content to
the Estimation Bias Identified

There is an extensive literature on how
market imperfections can result in a down-
ward bias in TFP measurement. The on-
line Appendix argues that due to trade re-
forms a downward bias might arise in the
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estimates of TFP growth in Indian manu-
facturing in the 1990s because in this pe-
riod the rent element in GVA existing ear-
lier was significantly eroded.31 The anal-
ysis presented in the appendix is rather
simplistic as it did not taken into account
the developments in the exchange rate and
the relative prices between tradeable goods
and non-tradeable goods and services be-
cause of the trade reforms. A full theoret-
ical analysis has not been done here. This
will be taken up in future research.

In this section, the issue is addressed em-
pirically. To assess the impact of trade lib-
eralization on rents, a production function
is estimated in which the effective rate of
protection (ERP) is introduced as an ad-
ditional variable. A simple Cobb-Douglas
specification is used. Real GVA is taken
as output and the number of persons em-
ployed and fixed capital stock at constant
prices are taken as labour and capital in-
put. It should be noted that these data
enter in the computation of TFP indices.
The issue raised is, if there is an element of
rent within the real GVA and it is affected
by changes in ERP, then the computation
of TFP will also be affected. This is sub-
jected to empirical verification by investi-
gating whether the element of rent in GVA
is impacted by changes in ERP.

The production function (representing
technology) used for empirical analysis
based on panel data on industries (sub-
script i) over time (subscript t) may be

written as:

Yit = AitL
α
itK

β
it (3)

In this equation, Y denotes gross value
added (real), L labour input and K capital
input. The term A represents total factor
productivity. GVA is the observed gross
value added which has two components:
the true value addition denoted by Y and
the rent component proportion denoted by
R such that GVA=Y(1+R). There are a set
of factors (w) which influence variations in
A across industries and over time. There
is another set of factors (z), probably over-
lapping with w to some extent, which influ-
ences the rent component. The estimable
equation may thus be derived as:

GV Ait = A (w)it[1 + R(z)it]L
α
itK

β
it (4)

This equation is estimated in log-linear
form. It is assumed that ERP influences
both the ‘A’ component and the ‘R’ compo-
nent of the above equation. The influence
of w (which includes ERP) is assumed to
be picked up by a variable B along with the
industry dummies and time dummies. As
regards z, ERP is taken as one of the vari-
ables impacting R. The estimable equation
thus becomes (allowing for some approxi-

31 http://www.csls.ca/ipm/43/IPM_43_Goldar_Appendix.pdf.
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mation):

lnGV Ait = ai + bt + θBit + ϕERP it

+ αlnLit + βlnKit+ uit

(5)

The above model is estimated by using
panel data on industries for the years 1986
to 1999 with the additional assumption of
constant returns to scale. Data on ERP
at the two-digit industry level have been
taken from Goldar and Kumari (2003, Ap-
pendix Table 1) for the years 1983-84, 1989-
90, 1992-93, 1994-95 and 1997-98. Addi-
tionally, ERP for various industries for the
years 1999-2000 has been taken from Vir-
mani et al. (2004), which is then matched
with the estimates for earlier years. Us-
ing this information and applying interpo-
lation, a dataset on ERP has been formed
for 12 industrial groups for the years 1986-
87 to 1999-2000. Accordingly, the 22 indus-
tries mentioned earlier have been mapped
into 12 industry groups. Data on real GVA,
labour and capital input has been taken for
the corresponding 12 groups for the same
years.

There is difficulty in constructing an ap-
propriate variable B that will pick up the
influence of w on TFP. Unable to find a
suitable method of handling the problem,
the variable is proxied by the price-based
measure of TFP. This is based on the price
function which is dual to the production
function. If Y = f(L, K) is the produc-
tion function, then there exists a price func-
tion PY = g(PL, PK) as its dual where
PY , PL and PK are the prices of output
(value added), labour input and capital in-
put. The Divisia price index of technical
change or the rate of growth in TFP may be

written as (Jorgenson and Griliches, 1967):

xAp = αL
xPL + αK

xPK − xPY (6)

In this equation, the caret symbol repre-
sents the growth rate. Aiyar and Dal-
gaard (2005) find that the estimates of TFP
growth they obtain by using the price func-
tion are different from that obtained from
the primal, i.e., the production function.
Thus, there is some justification for using
the price-function-based estimates of TFP
growth for the aforementioned 12 indus-
try groups as a proxy for the variable B
in equation (13) for its estimation.

To implement this methodology, data on
PY , PL and PK have been taken. PY is the
deflator of GVA. PL is computed as the ra-
tio of total emoluments to the number of
persons employed, and PK is computed by
subtracting total emoluments from the cur-
rent price GVA and dividing the balance by
the constant price fixed capital stock. Since
the production function is assumed to be
of the Cobb-Douglas form, this should also
apply to the price function. Thus, ln(PY )
has been regressed on ln(PL) and ln(PK) to
obtain the coefficients which are treated as
approximating the parameters αL and αK

in equation (6). This provides the growth
rate in Ap, i.e., the price-based measure of
TFP. Applying the growth rates, an index
has been formed for each industry group,
taking the first-year value as 1.0. Then, the
logarithm of the index is used as a variable
to represent B in equation (5).

The estimated regression equations are
shown in Table 5. It is assumed the pro-
duction function is characterized by con-
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Table 5: Estimates of Production Function with ERP as Additional Variable, Indian
Manufacturing

Dependent variable: ln(real GVA/L)

Period: 1986-87 to 1999-00 (12 indus-
try groups) – 168 observations

Explanatory variables Fixed-effects
model

Random-
effects model

Pooled mean
group estima-
tor

Dynamic
fixed effects
model

Regression-1 Regression-2 Regression-3 Regression-4

ln (K/L) 0.406 (5.62)*** 0.466 (5.22)*** 0.326 (7.05)*** 0.313 (3.35)***
ERP 0.0005 (-0.86) 0.0005 (-0.67) 0.0005 (1.67)* 0.0011 (2.13)**
Price-based TFP measure 1.4 (12.72)*** 1.39 (10.18)*** 1.065 (10.85)*** 1.333 (9.56)***
Time 0.048 (10.85)*** 0.056 (7.17)***
Error correction term -0.702 (10.85)*** -0.644 (-8.48)***
R-squared 0.53 0.59
Wald Chi-square and prob. 12062.7 (0.000) 6.005.7 (0.000)

Source and notes: Author’s computation based on EPWRF dataset on ASI along with data on ERP. Year dummies are
included in Regression-1 and Regression-2. L=labour and K=capital. t-values in parentheses. *, **, *** statistically
significant at 10, 5 and 1 percent respectively. For the fixed and random-effect models, the bootstrapped standard errors
are used. For the pooled mean group estimator and dynamic fixed-effects model, the long-run coefficients are shown in the
table.

stant returns to scale, and accordingly, the
logarithm of the real GVA to labour ratio
is regressed on the logarithm of the capital-
labour ratio, with ERP and the price-based
TFP index (B) as additional explanatory
variables. In the model, the dummy vari-
ables for years have been used to pick up
the influence of year-specific factors. To be-
gin with, the equation is estimated by the
fixed-effects model and the random-effects
model, the results of which are shown un-
der Regression-1 and Regression-2 in Table
5.

From the results presented in
Regression-1 and Regression-2, it is found
that the coefficient of log(K/L) is positive
as expected. The coefficient is found to be
statistically significant. What is important
to note is the positive coefficient of the
ERP variable. However, in the estimates
obtained by the fixed- and random-effects
model, the coefficient is statistically in-
significant. Thus, there is some indication
of a bias, but not a strong one.

To carry out a more sophisticated econo-
metric analysis, panel unit-root tests of

the four variables ln(GVA/L), ln(K/L),
ERP and the estimated price-based TFP
have been done. The tests indicate that
ln(GVA/L) and ln(K/L) are integrated of
order zero, i.e., these are I(0). For ERP,
the test results are conflicting. It seems
this variable could be I(0) or I(1). In
the case of the price-based TFP, it is
found to be I(1). Hence, the results pre-
sented under Regression-1 and Regression-
2 come into question. In such a situa-
tion, a panel ARDL (auto-regressive dis-
tributed lag) model will be more appropri-
ate. Accordingly, the pooled mean group
(PMG) estimator and the dynamic fixed-
effects (DFE) models have been applied.
The results are shown under Regression-
3 and Regression-4 in Table 5. In these
two cases, instead of using time dummies,
a time trend variable has been used.

In the estimates of the pooled mean
group (PMG) model and the dynamic
fixed-effects (DFE) model, the coefficient of
capital intensity is found to be positive, but
not statistically significant. Perhaps, the
use of the trend term has caused this. How-
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ever, the coefficient of ERP is found to be
positive and statistically significant. This
could be treated as econometric evidence
of a bias in the measurement of real GVA
growth caused by the lowering of ERP.

Given that effective protection has fallen
about 60 percentage points between the
end of 1980s and the end of 1990s,32 and
the fact that the TFP growth rate in the
1990s was almost as high as that in the
1980s (after making appropriate correc-
tions, see the last column in Table 4), it
would perhaps not be wrong to claim that
the TFP growth performance in Indian
manufacturing was better in the 1990s.

Plant-Level Analysis of the Im-
pact of Trade Liberalization on
TFP

Existing Literature for Indian Manu-
facturing

Several studies have been undertaken on
the impact of trade liberalization on pro-
ductivity in Indian manufacturing using
firm-level or plant-level data. The findings
of these studies indicate that trade liberal-
ization had a positive effect on productivity
in Indian manufacturing.33

Most of these studies are based on

data on manufacturing companies drawn
from the Prowess database of the Centre
for Monitoring Indian Economy (CMIE).
Some studies have used ASI unit-level
data.34 In most of these studies undertaken
for Indian manufacturing, the Levinsohn-
Pertin (2003) methodology for measuring
TFP has been used. Kealey et al. (2019)
has raised the question of whether the
method applied for the estimation of TFP
at the firm/plant level makes a difference
to the results of the regression analysis car-
ried out subsequently for assessing the im-
pact of trade liberalization on productivity.
They have taken data on Columbian man-
ufacturing plants between the years 1981
to 1991 and compared the results of es-
timated econometric models linking trade
policy to TFP based on three alternate
methods of estimation of TFP: Levinsohn
and Petrin (2003), Ackerberg et al. (2015),
and Gandhi et al. (2017). They find that
when the productivity estimates obtained
by the Levinsohn and Petrin method are
used, the regression results show a posi-
tive effect of trade liberalization on produc-
tivity, but not when they use the method
suggested by Gandhi, Navarro, and Rivers
(2017) for productivity estimation, which
is based on a more flexible form of the pro-
duction function. They conclude that the
nature of the relationship between trade

32 The 60 percentage points decline in ERP when coupled with the estimated regression coefficient of the DFE
model implies a fall in GVA (due to erosion of rent component) by about 6 per cent in 10 years. This would
mean that the measured annual TFP growth rate in Indian manufacturing in the 1990s needs to be raised by
0.6 percentage point to make valid comparison with the measured TFP growth rate for the 1980s.

33 The studies include Krishna and Mitra (1998), Topalova and Khandelwal (2011), Ahsan (2013), Harrison et
al. (2013), Gupta and Veeramani (2015a) and Goldar et al. (2020).

34 The studies undertaken by Harrison et al. (2013) and Gupta and Veeramani (2015a) are based on the unit-
level data of ASI and thus have a much bigger coverage of the factories in the organized manufacturing sector.
Natraj (2011) used unit-level ASI data as well as such data for the informal sector units.
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policy and TFP found in the regression
analysis is not robust to the method of pro-
ductivity estimation.

A Fresh Analysis of the Effect of
Trade Reforms on TFP based on
Plant-level Data

Since bigger industrial enterprises have
higher capabilities, they are in a better po-
sition to meet the challenges of trade liber-
alization and gain from it. Such gains may
be smaller or even absent for small-sized in-
dustrial enterprises. The observed growth
in TFP following trade reforms in the data
for aggregate manufacturing will be subject
to the extent of differences between big and
small industrial enterprises in terms of the
productivity-enhancing effects of trade re-
forms, and the relative share of these two
categories of enterprises in the aggregate
GVA. To examine this aspect, an analysis
of the effect of the tariff on TFP in manu-
facturing plants has been undertaken using
the unit-level data of ASI. The coverage ex-
tends to the entire organized manufactur-
ing sector.

Another interesting issue is the role of
‘water in tariff’, as discussed in Section 2.
In a regression analysis, taking productiv-
ity as the dependent variable and the ef-
fective tariff rate as the explanatory vari-
able, the estimated coefficient is likely to

be affected if there is considerable ‘water
in tariff’.35 An attempt made to address
this issue is shown in the Table in on-line
Appendix.36

The dataset used for the analysis is the
same as used in Goldar (2020). The period
covered in the dataset is 1998-99 to 2012-
13. However, the estimation of TFP and
the regression analysis for assessing the im-
pact of tariff rates on TFP have been done
by using data for the years 1998-99 to 2010-
11.

For measuring TFP, a two-input Cobb-
Douglas production function is used. De-
flated GVA is taken as the measure of out-
put. The number of persons employed is
taken as the measure of labour input. De-
flated value of the fixed capital stock (net
closing value) is taken as the measure of
capital input. Deflated value of energy cost
is taken as a proxy for capturing produc-
tivity shocks. Productivity estimation has
been done for only those plants which were
covered in the ASI survey at least three
times during the years 1998-99 to 2012-13.

NRP, ERP and the rate of input tariff
are the main explanatory variables. The
data on NRP (tariff) and tariff-based ERP
used for the analysis is for the years 1997-
98 to 2009-10.37 Since the tariff and ERP
variables are used in the econometric model
with a one year lag, the productivity and
other related data are taken for the years

35 This does not affect the studies that use the relative price, domesetic versus international (refecting implicit
tariff) as the explanatory variable. See Chand and Sen (2002) and Rijesh (2019).

36 http://www.csls.ca/ipm/43/IPM_43_Goldar_Appendix.pdf.

37 The author is grateful to the recently deceased Professor Deb Kusum Das for kindly sharing the database on
NRP and ERP he had constructed at three-digit industry level which was utilised by him for the report he
prepared for the Reserve Bank of India (Das, 2016). These data were used in Goldar et al. (2020). Using
these data on NRP along with tariff data on agricultural and mineral products, the author has constructed
the input tariff rates.
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1998-99 to 2010-11. For combining the
data on NRP (output tariff), ERP and in-
put tariff with the productivity estimates
a mapping of industrial classifications has
been done. For each plant, the industrial
class (at a four-digit level of National In-
dustrial Classification, 2004) to which it be-
longed during 2004-05 to 2007-08 has been
considered.

Estimation of TFP at the plant level has
been done by using three methods: Levin-
shon and Petrin (2003), Ackerberg et al.
(2015), and Wooldridge (2009). Separate
regression equations have been estimated
for the plants having a fixed capital stock
of Rs 20 million or more (at 2011-12 prices)
and the plants with smaller capital stock.

For model estimation, the logarithm of
TFP is taken as the dependent variable
and the one-period lagged value of NRP,
ERP or input tariff rate is taken as the
explanatory variable along with year dum-
mies. In addition, two other variables are
introduced in the equation. These are the
share of contract workers in total workers
employed and the share of ICT (informa-
tion and communication technology) assets
in total fixed assets.

A panel dataset on plants is used for the
regression analysis. Data on about 50,000
plants are used. The number of observa-
tions per plant is about five on average.
The estimation method for the regressions
is the fixed-effects model. The standard er-
rors have been clustered at the plant level.
The results are shown in Table 6.

The results indicate a positive effect
of trade liberalization on TFP in Indian
manufacturing plants. Interestingly, when
data on all plants are taken, NRP and
ERP have a significant positive coeffi-

cient for the productivity estimates based
on the Levinsohn-Petrin (2003) method,
not for productivity estimates based on
the Ackerberg-Caves-Frazer (2015) method
and the Wooldridge (2009) method. When
the analysis is undertaken separately for
the factories with a fixed capital stock of
Rs 20 million or higher and the factories
with smaller capital stock, the results for
the three sets of productivity estimates are
found to be similar. A positive effect of tar-
iff reform on TFP is found for the relatively
bigger plant with a capital stock of Rs 20
million or more. The effect is minimal or
absent among small-sized plants (similar
finding has been reported by Mukerjee and
Chanda, 2020). ASI data for 2011-12 re-
veals that the plants with a fixed capital
stock of Rs 20 million or more accounted
for about a quarter of the total number
of operating factories, more than 90 per
cent of aggregate value-added, more than
95 per cent of aggregate fixed capital stock
and about 70 per cent of aggregate employ-
ment of organized manufacturing. Thus,
the trend in productivity at the aggregate
level of the manufacturing sector should re-
flect mostly the impact of trade reforms on
the relatively bigger plants.

The favourable impact of input tariff
cuts on TFP is found to be bigger than
the impact of output tariff cuts. This find-
ing is consistent with the findings of sev-
eral earlier studies including Schor (2004)
for Brazil, Amiti and Konnings (2007) for
Indonesia and Topalova and Khandelwal
(2011) and Gupta and Veeramani (2015a)
for India.

As regards the role of ‘water in tariff’
or tariff redundancy, the results in online
Appendix C suggest that in industries in
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Table 6: Impact of Trade Policy on TFP, Plant-level Analysis, 1998-2010

Explanatory
variable

All Plants Plants with Real Fixed Cap-
ital Stock of Rs 20 million or
more

Plants with Real Fixed
Capital Stock below
Rs 20 million

Panel-A: TFP estimated by the Levinsohn-Petrin (2003) method

Lagged NRP
-0.0005 -0.0011 0.0003

(-1.66)* (-2.53)** -0.61

Lagged input tariff -0.0021 -0.0052 -0.0008
(-5.05)*** (-7.37)*** (-1.44)

Lagged ERP -0.0003 -0.0008 0.0002
(-1.84)* (-2.81)*** -0.67

CW -0.077 -0.076 -0.152 -0.145 -0.046 -0.046
(-8.02)*** (-7.89)*** (-9.59)*** (-9.18)*** (-3.92)*** (-3.91)***

ICT 1.656 1.643 1.578 1.552 1.587 1.584
(13.53)*** (13.42)*** (6.38)*** (6.25)*** (10.92)*** (10.90)***

F-value and prob.
128.8 133.6 72.2 72.7 55 58.1

0 0 0 0 0 0

Panel-B: TFP estimated by the Ackerberg-Caves-Frazer (2015) method

Lagged NRP
-0.0004 -0.0008 0.0002

(-1.35) (-1.86)* -0.39

Lagged input tariff -0.0013 -0.0038 -0.0003
(-2.94)*** (-5.39)*** (-0.50)

Lagged ERP -0.0002 -0.0005 0.0002
(-1.04) (-1.84)* -0.68

CW -0.114 -0.113 -0.191 -0.186 -0.065 -0.065
(-11.85)*** (-11.76)*** (-12.06)*** (-11.77)*** (-5.36)*** (-5.35)***

ICT 3.033 3.024 2.817 2.798 2.577 2.575
(23.31)*** (23.25)*** (11.05)*** (10.95)*** (16.80)*** (16.79)***

F-value and prob.
98 103.1 53 54.3 50.8 54
0 0 0 0 0 0

Panel-C: TFP estimated by the Wooldridge (2009) method

Lagged NRP
-0.0005 -0.001 0.0003

(-1.51) (-2.39)** -0.63

Lagged input tariff -0.0021 -0.0051 -0.0007
(-4.88)*** (-7.22)*** (-1.32)

Lagged ERP -0.0003 -0.0007 0.0002
(-1.64) (-2.68)*** -0.78

CW -0.101 -0.1 -0.181 -0.174 -0.067 -0.067
(-10.53)*** (-10.40)*** (-11.35)*** (-10.95)*** (-5.66)*** (-5.65)***

ICT 1.545 1.532 1.465 1.44 1.495 1.492
(12.64)*** (12.53)*** (5.92)*** (5.79)*** (10.31)*** (10.29)***

F-value and prob. 128.7 133.9 70.9 71.6 57.3 60.5
0 0 0 0 0 0

No. of obs. 236,524 236,524 97,041 97,041 139,483 139,483
Note: Year dummies are included. CW= share of contract workers in total workers. ICT= share of ICT assets in total assets.
T-values in parentheses. *, **, *** statistically significant at 10, 5 and 1 percent respectively. Source: Author’s computations from
unit-level data of ASI.

which there is substantial ‘water in tariff’,
cuts in output tariff do not have a signifi-
cant impact on the TFP of manufacturing
plants.38

Conclusion

There is a substantial body of literature

on the impact of trade liberalization on
productivity in manufacturing in emerging
economies based on firm-level or plant-level
studies including such studies for Indian
manufacturing. Sufficient econometric ev-
idence has been presented in these studies
to establish that the liberalization of trade
enhances the productivity of the manu-

38 http://www.csls.ca/ipm/43/IPM_43_Goldar_Appendix.pdf.
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facturing sector. However, several studies
on TFP growth in Indian manufacturing
based on the growth accounting method-
ology have reported a lower estimate of the
growth rate in TFP in the period after In-
dia initiated major trade reforms (in 1991)
along with other complementary economic
reforms than that in the earlier period. Ac-
cordingly, there is a view that TFP growth
in Indian manufacturing in the 1990s fol-
lowing the major industrial and trade re-
forms undertaken in India was lower than
that in the decade preceding the reforms.
This article has questioned that view. Cer-
tain corrections that need to be made in
the computed TFP growth rates for the
1980s and 1990s were pointed out. Also, it
was argued that in a period of rapid trade
reforms as was the situation faced by In-
dian manufacturing in the 1990s, a down-
ward bias in TFP growth estimates may
arise. Based on the estimates presented,
the rate of TFP growth in Indian manufac-
turing was higher in the 1990s than in the
1980s.

To look into the differential impact of
trade reform on big and small industrial en-
terprises, an analysis of the impact of trade
reforms on TFP in Indian manufacturing
was undertaken using plant-level data for
the years 1998 to 2010. This research re-
vealed that while the relatively bigger man-
ufacturing plants in India with a fixed cap-
ital stock of Rs 20 million and above gained
in productivity from trade liberalization,
their small-sized counterparts, three times
in number, did not have such gains. Also,
an attempt was made to incorporate the
issue of ‘water in tariff’ explicitly into the
econometric analysis of the effect of change
in nominal tariff on manufacturing plants’

productivity. The results of this analysis
suggest that the presence of ‘water in tariff’
makes a difference in the regression results
obtained.
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