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Editors’ Overview
We are pleased to feature in the 41st issue the International Productivity Monitor

a symposium on the relationship between productivity and pay, an important topic
the journal has addressed on many previous occasions. The contributions in this
symposium provide up-to-date estimates on this relationship for the United States,
the United Kingdom and Canada. In addition, they offer new and original interpre-
tations of what is driving the gap between productivity and pay, and the different
ways it has manifested itself across those three economies.

The first article of the symposium by Ja-
cob Greenspon, Anna Stansbury and
Lawrence H. Summers provides a com-
parative perspective between Canada and
the United States. The authors make a
distinction between two sources of the gap
between productivity and pay: divergence
which measures the degree to which pro-
ductivity has grown faster than pay, and
delinkage which refers to the degree to
which incremental increases in the rate of
productivity growth translate into incre-
mental increases in the rate of growth of
pay. The authors find that while diver-
gence has occurred in both countries, there
has been little delinkage as periods of faster
productivity growth also saw an increase
in pay. This implies that pro-productivity
policies tend to raise middle class incomes.

The second article by Andreas Te-
ichgräber and John Van Reenen finds
much less of a decoupling between pro-
ductivity and median wages in the United
Kingdom than other studies have found for
the United States. The divergence they do
find is largely explained by rising wage in-
equality and to a lesser extent by a rise
in non-wage compensation costs. The au-
thors also address the relatively large role
of lower increases in compensation of self-
employed workers for their activities be-

cause of the relatively large share of “solo
self-employed” and a large fall in hours
worked by the self-employed.

The third article by Lawrence Mishel
and Josh Bivens provides complemen-
tary arguments to the observation in the
first article that factors which are inde-
pendent to productivity growth have been
driving productivity and typical pay in
the United States further apart. Exces-
sive unemployment, eroded collective bar-
gaining, and corporate-driven globaliza-
tion explain more than half of the diver-
gence according to the authors, where a
diminished overtime salary threshold, em-
ployee misclassification, employer-imposed
noncompete agreements, and corporate
fissuring-subcontracting and major-buyer
dominance also explain a fair component.

The final article in the symposium by
Andrew Sharpe and James Ashwell
shows that the gap between productivity
and real median wage growth in Canada
has fallen quite considerably since 2000.
They argue that the bargaining power of
workers fell dramatically in the last quarter
of the 20th century due to high unemploy-
ment, falling unionization rates and a rising
import share, but that since 2000 trends
in these factors have reversed or stabilized
since.
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Together the four articles in this sympo-
sium provide good and bad news for the
majority of wage earners in the three coun-
tries under consideration. On the positive
side, productivity remains a key driver of
earnings. However, on the negative side,
the link between productivity and pay is
often affected by other factors, not directly
related to pay, but due to institutions,
labour market imperfections and political
preferences regarding income policies, tax-
ation, etc. Restoring the link could also be
an important incentive for reverse causal-
ity, namely that higher wages could provide
an incentive to productivity.

For decades the Penn World Table
(PWT) has been a widely used data re-
source on comparative measures of prices
and income levels. In the most recent ver-
sions of PWT, starting with 8.0, measures
of output and productivity have also been
introduced, and the last version 10.0 now
includes such time series for 183 economies
from 1950 to 2019. Surprisingly, in the lat-
est version, several less developed countries
have a total factor productivity (TFP) level
well above that of the United States. The
article by Robert Inklaar and Pieter
Woltjer discuss the case of Egypt, which
in 2017 had a TFP level 123 per cent that of
the United States. They trace this anoma-
lous outcome to the underlying measure-
ment and modelling issues on comparative
inputs. The authors argue that the devel-
opment accounting framework in PWT is a

useful guide to distinguishing outliers from
regular patterns in the data.

The dispersion of productivity within in-
dustries has been a key topic for produc-
tivity researchers, as the issue is pervasive
across countries, industries and time. The
article by Cindy Cunningham, Sabrina
Wulff Pabilonia, Jay Stewart, Lu-
cia Foster, Cheryl Grim, John Halti-
wanger and Zoltan Wolf uses new dis-
persion measures on productivity in US
manufacturing industries, describing how
periods of innovation are initially associ-
ated with a surge in business start-ups, fol-
lowed by increased experimentation that
leads to rising dispersion potentially with
declining aggregate productivity growth,
and then a shakeout process that results
in higher productivity growth and declin-
ing productivity dispersion.

In the Spring 2021 issue of the Interna-
tional Productivity Monitor, we published
a review article by Bert Balk of the vol-
ume Measurement of Productivity and Ef-
ficiency: Theory and Practice by Robin
Sickles and Valentin Zelenyuk. In a
response to this review article, the au-
thors explain how the material they cover
in the first seven chapters of their book
builds on and expands in important ways
Balk’s own book, Industrial Price, Quan-
tity, and Productivity Indices: The Micro-
Economic Theory and Applications on Pro-
ductivity, which was published more than
twenty years ago.
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Productivity and Pay in the
United States and Canada

Jacob Greenspon
Harvard Kennedy School of Government

Anna Stansbury
MIT Sloan School of Management

Lawrence H. Summers
Harvard University1

Abstract

We study the productivity-pay relationship in the United States and Canada along two

dimensions. The first is divergence: the degree to which productivity has grown faster

than pay. The second is delinkage: the degree to which incremental increases in the rate

of productivity growth translate into incremental increases in the rate of growth of pay,

holding all else equal. In both countries there has been divergence: the pay of typical

workers has grown substantially more slowly than average labour productivity over recent

decades, driven by both rising labour income inequality and a declining labour share of

income. Even as the levels of productivity and pay have grown further apart, however,

we find evidence for a substantial degree of linkage between productivity growth and pay

growth: in both countries, periods with faster productivity growth rates have been periods

with faster rates of growth of the pay of average and typical workers, holding all else equal.

This linkage appears somewhat stronger in the US than in Canada. Overall, our findings

lead us to tentatively conclude that policies or trends which lead to incremental increases in

productivity growth, particularly in large relatively closed economies like the USA, will tend

to raise middle class incomes. At the same time, other factors orthogonal (i.e. statistically

independent) to productivity growth have been driving productivity and typical pay further

apart, emphasizing that much of the evolution in middle class living standards will depend

on measures bearing on relative incomes.

1 Jacob Greenspon is a student in the Master in Public Policy program at the Harvard Kennedy School of
Government. Anna Stansbury is an Assistant Professor of Work and Organization Studies at the MIT Sloan
School of Management. Lawrence H. Summers is Charles W. Eliot University Professor at Harvard University.
The authors thank Andrew Sharpe, Bart van Ark, and two anonymous referees for comments and suggestions.
Corresponding author: Anna Stansbury, amms@mit.edu.
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Introduction and Conceptual
Framework: Divergence and
Delinkage

Economic theory predicts that workers
in aggregate should receive higher compen-
sation as the value of what they are able
to produce increases (assuming their sup-
ply is not perfectly elastic). The grow-
ing gap between labour productivity and
the pay of typical workers in the United
States since the early 1970s has therefore
been the subject of much attention. In
Canada, there has been similar focus on
a growing gap between productivity and
pay in recent decades. If productivity has
been growing fast, yet pay of typical work-
ers has been growing slowly, this raises the
question: does productivity growth benefit
typical workers by raising their pay?

Stansbury and Summers (2019) ap-
proached this question for the United
States, finding that despite the growing
gap between productivity and typical pay
over 1948-2016, incremental increases in
the rate of productivity growth appeared
to translate close to one-for-one into incre-
mental increases in the rate of growth of
pay of typical workers. This result suggests
that there is still transmission from pro-
ductivity growth to pay growth – implying
that faster productivity growth would all
else equal benefit typical workers by rais-
ing their pay – but that other factors not
related to productivity growth have been
suppressing pay over recent decades even
as productivity has been acting to raise it.

Has this relationship held for Canada as
well? How does Canada’s productivity-pay
relationship compare to that of the United
States? And what can this comparison tell
us about the productivity-pay link in gen-
eral? We tackle these questions in this ar-
ticle, emphasizing two dimensions of the
relationship between productivity and pay,
which we call divergence and delinkage.

We use divergence to refer to a growing
gap between productivity and pay in levels:
to the extent that productivity has grown
faster than pay over time, the two series
have diverged over the period.2 As docu-
mented by Williams (2021) and Sharpe and
Ashwell (2021) in Canada, and Bivens and
Mishel (2015, 2021) among others in the
United States, there has been divergence in
both countries between labour productiv-
ity and the pay of both the average worker
and typical workers. In this article we com-
pare the degree of divergence across the two
countries along different metrics and time
periods.

We use delinkage to refer to the relation-
ship between the growth rates of productiv-
ity and pay, holding all else equal. At one
extreme, if a one percentage point higher
growth rate in productivity is associated
with a one percentage point higher growth
rate in pay, all else equal, we consider the
two series to be linked: it suggests that an
incrementally higher rate of productivity
growth will lead to an incrementally higher
rate of pay growth. At the other extreme, if
a one percentage point lower growth rate in

2 Labour productivity will always be higher than pay if returns to other factors of production are non-zero.
By divergence, we refer to an increase in the gap between productivity and pay over time. The degree of
divergence can be visualized by indexing both productivity and pay to 100 in a given year, and charting the
extent to which the two series diverge over time.
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productivity is associated with no change
in pay all else equal, we consider the two
series to be delinked: it suggests that an
incrementally higher or lower rate of pro-
ductivity growth will have no effect on the
rate of growth of pay.

In Stansbury and Summers (2019), we
showed that despite divergence in levels be-
tween productivity and median pay in the
United States, there was still substantial
linkage in the growth rates of the series.
This suggested that incremental increases
in aggregate productivity growth could be
expected to translate close to one-for-one
into increases in typical pay, holding all else
equal. In this article we update our analy-
sis for the United States and examine the
degree of linkage or delinkage in Canada.

Why does the degree of linkage or delink-
age, as measured through annual changes,
matter? If two series – like productiv-
ity and pay – have diverged, studying
the degree of linkage or delinkage helps
us diagnose why this has happened. On
one extreme is complete delinkage: some-
thing may be blocking the transmission
mechanism from productivity to pay, so
that an incremental increase in produc-
tivity growth does not translate into an
incremental increase in pay growth. In-
deed, the factor causing increased produc-
tivity growth may itself be acting to sup-
press workers’ pay – for example, a techno-
logical change which increases productiv-
ity but leads to the substitution of labour
for capital.3 On the other extreme is com-
plete linkage: an incremental increase in

productivity growth translates one-for-one
into a boost to workers’ pay growth, all
else equal – suggesting that the transmis-
sion mechanism from productivity to pay
is functioning, but that at the same time
other factors orthogonal (i.e. statistically
independent) to productivity growth are
suppressing pay and therefore responsible
for the rising productivity-pay gap. Un-
derstanding the degree of linkage in the
productivity-pay relationship can therefore
shed light on the degree to which incremen-
tal productivity growth helps boost work-
ers’ pay.

The concept can be illustrated by a sim-
ple metaphor: water in a bucket. Think of
pay as the level of water in a bucket. Think
of water running into the bucket from a
hose as productivity growth. Over the last
forty years, the faucet has been running –
productivity has been growing – but the
level of water in the bucket has barely risen.
Why might this be? It is possible that the
hose is broken and is leaking water some-
where between the faucet to the bucket:
the transmission mechanism from produc-
tivity to pay is broken (delinkage). Or, it is
possible that there is a hole in the bucket:
even as the water flowing from the hose is
increasing the water level in the bucket, wa-
ter is draining from the hole at the bottom
of the bucket, meaning that on net the wa-
ter level does not rise (linkage). This has
implications for what we expect to hap-
pen if we increase the water pressure at the
faucet. If there is a hole in the hose, this
may not make any difference: more water

3 For example, capital-augmenting technological change with an elasticity of substitution between labour and
capital of greater than 1, or labour-augmenting technological change with an elasticity of substitution between
labour and capital of less than 1 (Lawrence, 2015).
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flowing into the hose will not affect the wa-
ter level in the bucket. However, if there is
instead a hole in the bottom of the bucket,
increasing the rate of inflow of water into
the bucket will indeed make a difference – it
will slow the rate of draining of the bucket,
and may even increase the water level on
net.

As this metaphor illustrates, under-
standing the degree of linkage or delink-
age between productivity and the pay of
typical workers is therefore of considerable
policy significance. Much of traditional
economic policy discussion is directed at
accelerating productivity growth, whether
through promoting investment, technologi-
cal progress or better functioning markets.
If the delinkage hypothesis holds, then suc-
cess or failure on these dimensions will have
little impact on middle class well-being: an
incrementally higher rate of productivity
growth will not be expected to feed through
into pay growth for typical workers, and the
benefits instead will be reaped by others.
Success in raising middle class incomes will
depend entirely on distributional measures.
In contrast if, despite divergence between
productivity and middle-class pay, there is
still linkage between the two, then it is still
the case that increased productivity growth
should be expected to increase the pay of
typical workers – an incrementally higher
rate of productivity growth will exert up-
ward pressure on typical workers’ pay, and
so a rising tide can be expected to lifts all
boats to some extent – even as there may at
the same time be other variables reducing
the relative growth in incomes of the lower
or middle parts of the distribution (like the
declining bargaining power of workers, or
the increase in globalization).

Similarly, these conclusions can help
us understand the dynamics of the past.
Counterfactually, if there had been slower
growth in productivity over recent decades,
what would have happened to typical work-
ers’ pay? Under the delinkage hypothesis,
it would have made little difference to the
rate of growth of typical pay (which was
relatively slow in real terms over recent
decades in both Canada and the United
States). Under the linkage hypothesis, typ-
ical workers’ wage growth may have al-
ready been slow for other reasons (like
declining worker bargaining power), and
so slower productivity growth would have
meant even slower (or perhaps even nega-
tive) real wage growth for typical workers
over the period.

We begin our analysis in section 2, exam-
ining the degree of divergence between pro-
ductivity and compensation in the United
States and Canada since 1961. We ask the
question “To what extent has productivity
grown faster than average pay, or than the
pay of typical workers?". We use two mea-
sures to proxy for the pay of typical workers
in each country. For the United States, we
use the average compensation of produc-
tion and nonsupervisory workers, as well
as median hourly compensation (available
only since 1973). For Canada, we use a new
measure we have constructed reflecting av-
erage hourly compensation of hourly-paid
workers in five sectors for which historical
time series data is available: manufactur-
ing, mining, construction, laundries, and
hotels and restaurants; since 1976, we also
use an estimate of median hourly compen-
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sation.4

In both countries, the last four to five
decades have seen substantial divergence
in the growth paths of labour productivity
and the pay of typical workers: labour pro-
ductivity has grown much faster than real
compensation for typical workers. This di-
vergence can be thought of in terms of three
wedges (as illustrated by Bivens and Mishel
2015): (i) a decline in the labour share of
income (faster growth in labour productiv-
ity than average compensation, deflated by
the same price deflator), (ii) a rise in in-
equality in (pre-tax and transfer) labour
incomes caused by faster growth in aver-
age compensation than the compensation
of typical workers, and (iii) a decline in
labour’s terms of trade (faster growth in
consumer than producer price deflators).

These three trends have played out
somewhat differently in the two countries.
In both countries, a declining labour share
of income has generated increasing diver-
gence between labour productivity and av-
erage compensation. In both countries,
market labour income inequality has also
risen over the period we study, generat-
ing increasing divergence between average
labour productivity and the real compensa-
tion of typical workers – but this trend has
been much more pronounced in the United
States. Trends in relative price deflators
have differed across the two countries and
time periods. On net, since labour pro-
ductivity growth has been much faster in
the United States than in Canada – par-

ticularly since 1976 – average compensa-
tion has also grown much faster in the
United States than in Canada even though
the US labour share has fallen. But since
labour income inequality as measured by
the mean-median ratio has risen so much
faster in the United States than in Canada,
the growth in real median compensation
has been about the same in both countries
despite the much faster growth in produc-
tivity in the United States.

In section 3, we examine the degree of
linkage or delinkage between hourly labour
productivity and measures of average and
typical worker compensation in the United
States and Canada since 1961 – asking
the question “To what extent does an in-
cremental increase in productivity growth
translate into an incremental increase in
compensation growth, all else equal?".

In the United States, we find relatively
strong linkage between productivity and
pay, both for average compensation and
our measures of typical workers’ compen-
sation (updating the evidence in Stans-
bury and Summers 2019). In regressions
of the three-year moving average of the
change in log compensation on the change
in log productivity, controlling for unem-
ployment, we find that over recent decades
a one percentage point increase in the
rate of productivity growth in the United
States has been associated with 0.6-0.8 per-
centage points faster average compensation
growth, 0.5-0.7 percentage points faster
median compensation growth, and 0.3-0.9

4 1976 is the first year for which median pay data for Canada are available.

5 Coefficients depend on the time period considered (1948-2019 or 1973-2019), the price deflator used for the
compensation series, and the moving average length. All coefficients were strongly significantly different from
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percentage points faster growth in the com-
pensation of production and nonsupervi-
sory workers.5

In Canada, we find moderate linkage be-
tween productivity and average compensa-
tion: a one percentage point increase in
productivity growth has been associated all
else equal with 0.3-0.7 percentage points
higher average compensation growth (with
coefficients in later decades not statistically
significantly different from zero). We find
strong evidence of linkage between produc-
tivity and typical compensation as proxied
by hourly-rated workers in five sectors over
1961-2019, but estimates for more recent
periods are too noisy to rule out either of
our extreme cases of strong linkage (one-for
-one translation from productivity to pay)
or strong delinkage (no translation of pro-
ductivity to pay).6 We find no evidence
of linkage between productivity and me-
dian compensation, but large standard er-
rors and measurement error concerns in the
median hourly compensation series suggest
that this result should be interpreted with
substantial caution.

Why does there seem to be a weaker link
between pay and productivity in Canada
than in the United States? In section
4, we explore possible explanations. One
possibility is that Canada is a smaller,
more internationally open economy than
the United States. The smaller and more
open the economy, the greater the degree
to which productivity and real compensa-
tion may be determined abroad rather than

domestically – and the less, therefore, one
might expect researchers to be able to de-
tect a process where productivity increases
translate into increases in real compensa-
tion. We present evidence consistent with
this hypothesis: coefficient estimates on re-
gressions of average compensation on pro-
ductivity in US regions – which are simi-
lar in GDP and population to Canada, and
could be considered small open economies –
are substantially lower than for the United
States as a nation, and similar in magni-
tude to the estimates for Canada. A second
possibility is that there is more meaningful
high frequency variation in productivity in
the United States than in Canada, but we
do not find substantial evidence to support
this.

Finally, in section 5 we conclude, dis-
cussing other possible drivers of the US-
Canada differences and implications for
policy.

To What Extent Have Produc-
tivity and Pay Diverged?

Several studies have explored the di-
vergence between productivity and pay in
both Canada and the United States, with
conclusions dependent in large part on
measurement choices, especially regarding
the output measure used for productivity.
Williams (2021) provides an overview for
Canada of measures and data sources, the
recent literature, and an analysis of trends.
Bivens and Mishel (2015, 2021) and Stans-
bury and Summers (2019) are among the

zero and many coefficients were not significantly different from one.

6 In addition, breakpoint tests indicate a structural break in the relationship between productivity and this
five-sector measure of typical pay around 1997 or 2000.
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papers on the United States which docu-
ment the divergence between productivity
and pay, and examine the role of measure-
ment choices for depreciation, price defla-
tors, and productivity and compensation
series. In this section we describe the mea-
sures used in our analysis and compare key
trends in the US and Canada in light of
previous research.

Data
Data for the measures used in this

analysis are carefully constructed from
a variety of sources, which are pro-
vided in the appendix (available online at
[http://www.csls.ca/IPM])

The main measure of labour produc-
tivity is total economy output per hour
worked, where output is net of deprecia-
tion. This better reflects the production
output available for labour compensation
than a productivity measure based on gross
domestic product, especially when the cap-
ital depreciation rate is increasing (as it
has in both Canada and the United States
since the mid 1970s).7 In both countries,
this total economy productivity measure
is a conservative estimate of productivity
growth: changes in output in the govern-
ment and non-profit sectors are generally
calculated from changes in inputs, due to

challenges quantifying public sector output
that is not priced, which implicitly assumes
zero productivity growth ( BEA, 2018). If
we assumed instead that there was positive
productivity growth in the government and
non-profit sectors, we would find an even
larger divergence between productivity and
pay (due to a faster growth rate for the for-
mer).

We explore the divergence of productiv-
ity from compensation by looking at four
measures of compensation for each coun-
try:

Average hourly compensation of all workers
This measure, used in our baseline anal-

yses, reflects average hourly compensation
of all employed persons in the total econ-
omy.8 For Canada we construct this mea-
sure from total compensation divided by
total hours worked (obtained from Statis-
tics Canada). For the United States we
use the average hourly compensation of
all employed persons (obtained from the
BLS total economy productivity data set).
Note that since it is difficult to determine
whether the income of self-employed work-
ers is considered to be compensating labour
or capital, our measure of average hourly
compensation for both the United States
and Canada includes an imputed mea-

7 Unlike in Williams (2021), our productivity measure does not exclude taxes less subsidies in order to be con-
sistent with US data. In addition, a decrease in tax rates leads to an apparent increase in productivity (which
can significantly affect the year-to-year changes which are the focus of our study).

8 The long-term total compensation and hours worked series were calculated from combining 1961-1997 data
with 1997-2019 data (see on-line Appendix for details). One caveat is that the publicly-available 1961-1997
data (from Statistics Canada Table 36-10-0303-01, the same table that Uguccioni (2016) use to construct
1976-1997 data) was last revised in 2007 and is no longer in use. Williams (2021) instead uses historical data
provided by Statistics Canada on special request that differs slightly (comparison available upon request).

9 The imputation is carried out by the respective statistical agencies of the United States and Canada. Williams
(2021) reports that in Canada self-employment as a share of total labour compensation peaked in the 1990s
and is now approximately 4 per cent. Average compensation including the self-employed has grown faster than
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sure of compensation for the self-employed
based on wages of similar employee work-
ers.9

Average hourly compensation of employees
only

This measure excludes the self-employed
and therefore avoids challenges with imput-
ing their labour income. For both Canada
and the United States this is constructed
as total compensation of employees divided
by total hours worked by employees (in the
total economy).

Median hourly compensation
Median compensation is a better reflec-

tion than average compensation of the ex-
perience of typical middle-income workers,
as it is not skewed by large changes at the
top or bottom of the income distribution.
Median compensation measures are, how-
ever, not available over the entire period
of our analysis for either country. For the
United States, we use the Economic Policy
Institute’s estimates of median hourly com-
pensation for each year since 1973. This
is calculated by estimating median hourly
wage and salary income from the Current
Population Survey, and then multiplying
this by the average ratio of total com-
pensation to wage and salary income ob-
tained from the Bureau of Economic Anal-

ysis. For Canada, we estimate a measure of
median hourly compensation using Statis-
tics Canada’s data on median annual wage
and salary income, divided by our estimate
of median annual hours worked as esti-
mated from the Labour Force Survey, and
multiplied by the ratio of total compensa-
tion of employees to total wage/salary in-
come of employees (obtained from Statis-
tics Canada). Unfortunately, our measure
of median hourly compensation in Canada
must be approached with caution given
substantial measurement concerns in our
estimates of the number of hours worked.
(A direct measure of median hourly com-
pensation, which would be preferable to
use, is only available from the Labour Force
Survey from 1997 onwards).10

Typical compensation for hourly paid work-
ers

Since median compensation measures
are not available for the whole period, and
given measurement error concerns for the
Canadian median compensation series, we
also provide an additional measure of ‘Typ-
ical compensation’ for each country.

Production/nonsupervisory compensation (US)
In the United States, we use av-

erage hourly compensation of produc-
tion/nonsupervisory employees as another

average compensation of employees in Canada over 1961-2019, as illustrated in Appendix Chart 4. There is
much less difference between the growth rates of compensation including or excluding the self-employed in the
United States.

10 Median compensation in Canada is calculated by dividing median annual wage/salary income by a median
annual hours worked measure constructed from the Labour Force Survey. However, both the numerator and
denominator contain possible measurement error. The income measure includes wages/salaries of anyone that
has worked at all in a year (even for one week), so the median may be skewed by, for example, changing
numbers of seasonal workers. The denominator calculates annual hours worked as 52 multiplied by median
weekly hours worked, which ignores changes over time in weeks worked per year (for example, due to parental
leave).
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proxy for the average compensation of
typical workers. This is estimated from
the average hourly earnings of produc-
tion/nonsupervisory employees multiplied
by the national average compensation-wage
ratio (as described also in Stansbury and
Summers (2019) and Bivens and Mishel
(2015)). Production/nonsupervisory em-
ployees represent about 80-84 per cent of
all employees in the US private sector.

Five-sector hourly compensation (Canada)
Unfortunately, for Canada an analogous

measure of the compensation of produc-
tion and nonsupervisory employees is only
available from 1997 on (from the Statistics
Canada Labour Force Survey). Instead,
for our alternative proxy for typical work-
ers’ compensation, we use historical data
from the Survey of Employment, Payrolls
and Hours (and precursors) to construct a
measure of the (weighted) average hourly
wage of workers paid by the hour across
five sectors of the economy – manufactur-
ing; mining (including oil/gas); construc-
tion; laundries and cleaners; and hotels and
restaurants – and then multiply this wage
by the national average compensation-wage
ratio.11 We choose these five sectors since
they are the only sectors with hourly wage

data for hourly-paid workers for the entire
period. They made up 34 per cent of to-
tal employment in 1961 and 24 per cent by
2011.12 While this is not as comprehen-
sive a measure as we would like, it is worth
noting that the hourly-rated jobs in these
sectors are generally among those with low-
est barriers to entry for workers (e.g. cre-
dential requirements) and thus represent
some of the sectors that are most likely to
provide employment opportunities during
times of growth.13 The construction of this
measure is detailed further in the appendix.

Note that in both the United States
and Canada our typical compensation
measures (median compensation, produc-
tion/nonsupervisory compensation, and
five-sector hourly compensation) are esti-
mated from data on wage and salary in-
come, and then adjusted to include an
estimate of non-wage compensation using
the national average ratio of total com-
pensation to wages. This adjustment is
important given the increase in non-wage
compensation over recent decades (see for
example Williams (2021) for Canada and
Bivens and Mishel (2015) for the United
States). Indeed, over the 1961-2019 period
the ratio of total compensation to average
wage/salary compensation increased from

11 Note the Survey of Employment, Payrolls and Hours and precursors only survey businesses with 20+ employees.

12 1961 and 2011 employment shares are from, respectively: the 1961 Census of Canada: Volume III, Part
2: Labour Force, Industries by Sex, Table 1; and 2011 National Household Survey Data tables: Industry -
(NAICS) 2007 (425), Class of Worker (5), Age Groups (13B) and Sex (3) for the Employed Labour Force
Aged 15 Years and Over, in Private Households of Canada

13 For example, Beach (2016) notes that “The rapid growth of Canada’s resource and energy sectors out West and
in Atlantic Canada and the strong housing construction boom. . . have provided distinctly strong employment
opportunities for relatively lower-educated, largely male workers." The major omission is retail trade, for which
there is no publicly available hourly-rated workers average wage data from the SEPH until 1983.

14 However, this adjustment may introduce three issues of concern to our empirical analysis. First, to the extent
that the share of compensation which comes from non-wage benefits is higher at the top of the income distri-
bution, our adjustment will overstate the level of total compensation for typical workers. Second, to the extent
that the share of compensation which comes from non-wage benefits may have grown by more for workers
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1.13 to 1.25 in Canada and from 1.05 to
1.16 in the United States.14

Before examining trends in productivity
and compensation, it is helpful to summa-
rize the price deflators used in this analy-
sis to bring these series into real terms by
adjusting for inflation. Productivity series
are adjusted for changes in producer prices
using the GDP deflator in Canada and the
NDP deflator in the US.15 There are then
three choices of deflators to adjust the com-
pensation series for inflation. Real ‘prod-
uct wages’ use these producer price indexes
to adjust for output price inflation. Real
‘consumer wages’ are calculated using ei-
ther the Consumer Price Indices or a chain-
type price index of goods and services pur-
chased by consumers, called the Personal
Consumption Expenditures (PCE) in the
USA and the Household final consumption
expenditure deflator (HCE) in Canada.16

Trends in Productivity and Pay,
1961-2019

Our primary period of analysis is 1961-
2019, which is the longest period of analy-
sis possible with Canadian data on average
labour productivity and compensation.17

Panel A in Chart 1 shows the productiv-
ity and compensation trends in Canada and
the United States since 1961 (with growth
rates by period in Table 1). There is
a substantial divergence between produc-
tivity and typical compensation in both
United States and Canada over the long-
term period, regardless of choices about the
price deflator. However, for both coun-
tries the size of the divergence between
productivity and average compensation de-
pends strongly on the price deflator used.
In both countries, when productivity and
compensation are deflated using the same
price index – the NDP or GDP deflator
respectively – there is a divergence be-
tween productivity and average compensa-
tion, which first emerges in the 1990s in
Canada and around 2000 in the United
States. In Canada average compensation
outpaces labour productivity when deflated
with either the CPI or HCE consumer price
index.18 For the United States the differ-
ence between series based on price defla-
tors is even more stark: average compen-
sation deflated by the PCE kept pace with
labour productivity growth, while average
compensation deflated by CPI grew about

at the higher end of the distribution than those in the middle, our adjustment will also overstate the growth
in compensation for typical workers. Third, as the share of non-wage compensation in total compensation
grows over time, this imputation becomes more substantial in its impact on our estimated median/typical
compensation estimates – and to the extent we are measuring true typical compensation with error as a result
of imputing non-wage compensation using the average figure, this measurement error may grow over time.

15 As Williams (2021) notes, Statistics Canada does not produce a price deflator for NDP at basic prices and the
best alternative measure is to use the GDP deflator as the price index for NDP.

16 In general these price indexes differ because they are based on different underlying concepts, are constructed
differently (a Fisher-type ‘chain’ price index vs. a Laspeyres-type price index), rely on different weights, cover
some different items, and use different seasonal adjustment processes (McCully et al. 2007).

17 US data on average labour productivity and compensation extends back to 1948; we present results with this
longer time period for the United States in the Appendix.

18 These results are largely in line with the analysis in Williams (2021), which finds over the same period for
Canada that average real ‘product wages’ (deflated by output prices) tracked productivity measure while
average real ‘consumption wages’ (deflated by CPI) outpaced both measures.
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Chart 1: Productivity and Compensation, Canada and the United States
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100

150

200

250

Ind
ex 

(19
61=

100
)

1960 1980 2000 2020

Labor prod. (GDP) 5-sector comp. (GDP)

Avg. comp. (GDP) 5-sector comp. (HCE)

Avg. comp. (HCE) 5-sector comp. (CPI)

Avg. comp. (CPI)

Canada

100

150

200

250

Ind
ex 

(19
61=

100
)

1960 1980 2000 2020

Labor prod. (NDP) P/NS comp. (NDP)

Avg. comp. (NDP) P/NS comp. (PCE)

Avg. comp. (PCE) P/NS comp. (CPI)

Avg. comp. (CPI)

USA

Panel B: Indexed 1976=100 for 1976-2019 period
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Note: “Avg. comp" refers to average compensation, “Med. comp." to median compensation, “P/NS comp." to
the average hourly compensation of production and nonsupervisory workers (US only) and "five-sector comp."
to our constructed measure of pay for “typical workers" in Canada, the average hourly compensation of
hourly-rated workers in five sectors. Parentheses refer to the deflator used to adjust the series to real terms.
Series are indexed to 1961=100 in Panel A and 1976=100 in Panel B.
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41 percentage points less than productivity.
The starting point of the analysis is also

important for our conclusion on the degree
of divergence between productivity and av-
erage pay. Panel B of Chart 1 charts
these productivity and pay trends over the
1976-2019 period for which there is (im-
perfect) median hourly compensation data
for Canada.19 Over this slightly shorter
period, average compensation grew slower
than labour productivity for both coun-
tries, although the degree of divergence
again depends on the deflator used to ad-
just compensation.

Bivens and Mishel (2015) discuss the di-
vergence between net labour productivity
and median real compensation in terms of
three separate ‘wedges’. First is the di-
vergence between average productivity and
average compensation (measured with the
product price deflator) as labour’s share of
income decreases. In the United States,
the decline in the labour share has been
the subject of a great deal of research,
and is attributed variously to technologi-
cal changes, globalization and labour off-
shoring, reductions in worker bargaining
power, higher firm concentration, increased
markups, and housing market dynamics
(see overview in Stansbury and Summers,
2020). In Canada, Sharpe et al. (2008)
argue for three key drivers of the decline
in the labour share: the declining bar-

gaining power of workers, rising commod-
ity prices, and an increasing share of GDP
going to capital consumption allowances;
Williams (2021) notes that the net labour
share (compensation divided by net domes-
tic product, which excludes the impact of
changes in the share of GDP going to cap-
ital consumption allowances) has declined
very little over 1961-2019.

Another wedge is the divergence be-
tween average and typical compensation
(as proxied by median compensation, or
by production/nonsupervisory compensa-
tion in the US and five-sector hourly com-
pensation in Canada). This wedge re-
flects rising labour income inequality (pre-
tax and transfer) between the middle and
top of the distribution. The increase in
labour income inequality in both countries
since the 1960s/1970s has been well docu-
mented in the United States (see overview
in Stansbury and Summers, 2019) and in
Canada (Green et al. 2017).20 Similar to
debates over the falling labour share, the
increase has been attributed variously to
purely technological explanations or insti-
tutional factors (such as declining unioniza-
tion rates and increased trade with China)
as well as slower growth in educational at-
tainment in the face of skill-biased techno-
logical change (Goldin and Katz, 2009).

A final wedge relates to the ‘terms of
trade’ divergence between consumer prices

19 Appendix Chart 1 illustrates the productivity-pay divergence in the United States for the full period for which
we have data, 1948-2019.

20 The exact temporal dynamics of labour income inequality depend on the period chosen, particularly for
Canada. The ratio between hourly mean and median compensation, or between hourly mean compensation
and our "five-sector hourly" measure of typical compensation, has risen over most sub-periods from 1961-2019,
as illustrated in Table 1 and Appendix Table 1. However, other measures of labour income inequality show
a different picture. For example, the Gini coefficient of annual adjusted market income rose sharply in the
1980s and early 1990s and has gradually and incrementally declined a little over the following three decades
(Table 11-10-0134-01 Statistics Canada).
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Table 1: Productivity and Compensation Measures by Period (Per Cent Compound
Annual Growth Rate

Panel A: Canada

Measure Labour Average Average Median 5-sector hourly
Productivity compensation compensation of compensation compensation

employees

Deflator GDP GDP HCE CPI GDP HCE CPI GDP HCE CPI GDP HCE CPI

Sub-periods:
1961-1976 2.80 2.90 3.90 4.10 2.50 3.60 3.70 - - - 2.00 3.00 3.20
1976-1997 1.00 0.60 0.20 0.10 0.70 0.20 0.10 0.40 -0.10 -0.20 0.90 0.40 0.30
1997-2019 1.10 1.10 1.50 1.10 1.00 1.40 1.00 0.70 1.20 0.70 0.00 0.50 0.10
Long periods:
1961-2019 1.50 1.40 1.60 1.50 1.30 1.50 1.40 - - - 0.80 1.10 1.00
1976-2019 1.00 0.80 0.90 0.60 0.80 0.80 0.60 0.50 0.50 0.30 0.40 0.50 0.20

Panel B: United States

Measure Labour Average Average Median 5-sector hourly
Productivity compensation compensation of compensation compensation

employees

Deflator NDP NDP PCE CPI NDP PCE CPI NDP PCE CPI NDP PCE CPI

Sub-periods:
1961-1976 2.30 2.20 2.50 2.10 2.10 2.40 2.00 - - - 2.10 2.30 2.00
1976-1997 1.20 1.10 1.00 0.80 1.20 1.10 0.90 0.40 0.20 0.00 0.20 0.10 -0.10
1997-2019 1.50 1.30 1.50 1.20 1.30 1.50 1.10 0.80 1.00 0.70 0.90 1.10 0.70
Long periods:
1961-2019 1.60 1.50 1.60 1.30 1.50 1.60 1.30 - - - 1.00 1.10 0.70
1976-2019 1.30 1.20 1.30 1.00 1.20 1.30 1.00 0.60 0.70 0.40 0.50 0.60 0.30

*Growth rates for production/ non-supervisory worker typical compensation calculated up to 2018 due to data
availability
Note: Periods selected to correspond to periods used for regression analysis (which, in turn, correspond to the
availability of different data series).

used to deflate compensation and the pro-
ducer prices used to deflate output. Bivens
and Mishel (2015) describe this wedge as
"the faster price growth of things workers
buy relative to the price of what they pro-
duce" and report that output prices have
been outpaced by consumer price growth
in the United States.

Using a gross output per hour worked
measure of labour productivity, Uguc-
cioni (2016) decomposes this gap between
productivity and median pay in Canada
from 1976 to 2014 and find that in-
creased average-median earnings inequal-
ity accounts for 51 per cent of the gap
while 30 per cent is accounted for by a
decrease in labour’s share of income and
the final 19 per cent by a deterioration in
labour’s terms of trade. However, a longer-
term analysis by Williams (2021) finds that

labour’s terms of trade improved by 0.3 per
cent per year on average from 1961-2019 in
Canada.

These productivity and pay trends in
Canada and the United States are inter-
esting to consider alongside each other. In
both countries there has been concern over
slow productivity growth during the 21st
century amidst a global productivity slow-
down. In the United States, the labour
productivity slowdown has been attributed
to a mix of mismeasurement, an industrial
shift from high to low productivity sectors,
slow TFP growth, population aging, and
other factors (Moss et al. 2020). Canada’s
particularly poor productivity performance
has confounded policymakers (Drummond,
2011).

The gap between Canadian and Ameri-
can productivity growth has also attracted
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attention. After Canada’s stronger busi-
ness sector labour productivity growth un-
til the mid-1980s narrowed its levels gap
with the United States to 5 percentage
points, Canada experienced slower produc-
tivity growth for the following quarter-
century, with its productivity level drop-
ping to 72 per cent of the US level in 2010
(a 28 point gap), before closing to 26 points
in 2016 (Sharpe and Tsang, 2018).21

Despite Canada’s relatively poor produc-
tivity performance and worse average pay
growth than in the United States since
1976, remarkably median pay growth has
been about the same in these countries (as
illustrated in Table 1 and Chart 1b). This
is in line with a smaller recorded increase
in income inequality over recent decades in
Canada than the USA (Green et al. 2016).

To What Extent Have Produc-
tivity and Pay Delinked?

The analysis in the previous section il-
lustrates that the pay of typical workers
has grown more slowly than productivity
in both the United States and Canada.
Studying the degree of linkage or delink-
age helps diagnose why this disconnection
has happened, and what this might imply
in terms of whether incremental increases
(or decreases) in the rate of productivity
growth in the future will benefit (or re-
duce) typical workers’ pay. As outlined in
the introduction, if a one percentage point
growth rate in productivity is associated
with a one percentage point growth rate in
pay, all else equal, we consider the two se-

ries to be linked, and if it is associated with
no change in pay all else equal, we consider
the two series to be delinked.

Stansbury and Summers (2019) showed
that despite substantially faster growth in
productivity than in median pay in the
United States, there was still linkage be-
tween the growth rates of the series. This
suggests that incremental increases in US
productivity growth still translated close
to one-for-one into increases in typical pay,
holding all else equal, which implies that
the transmission mechanism from produc-
tivity to pay is functioning, but that at
the same time other factors orthogonal (i.e.
statistically independent) to productivity
growth (like, perhaps, globalization or the
declining bargaining power of workers) are
suppressing pay and therefore responsible
for the rising productivity-pay gap. This
section updates this analysis for the United
States and examines the degree of linkage
or delinkage between productivity and pay
in Canada.

Empirical Estimation
We use a simple linear model as in equa-

tion (1) below in order to understand the
degree of productivity-pay linkage, follow-
ing Stansbury and Summers (2019). They
describe a spectrum of possible interpreta-
tions of the productivity-pay divergence: at
one end, ‘strong delinkage’ where an incre-
mental increase productivity growth does
not systematically translate into any in-
cremental growth in workers’ compensa-
tion, holding all else equal; and at the

21 Gu and Willcox (2018) suggest this recent catch-up by Canada is due to its higher total factor productivity
growth, larger capital deepening effect, and more gradual realization of the benefits of ICT investment.
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other end of the spectrum ‘strong linkage’
where an incremental increase in produc-
tivity growth can be expected to translate
one-for-one into an incremental increase
in compensation growth. Strong linkage
could be compatible with a situation where
the levels of productivity and pay have di-
verged if factors orthogonal (i.e. statisti-
cally independent) to productivity growth
have been putting downward pressure on
worker compensation at the same time as
rising productivity has been putting up-
ward pressure on pay.

Under the ‘strong linkage’ view β =
1 and under the ‘strong delinkage’ view
β = 0. A value of β between 0 and 1
suggests some point on the spectrum be-
tween productivity-pay linkage and delink-
age. While this is a partial model and other
factors may affect compensation growth in
addition to productivity, these other fac-
tors will not affect estimation of β as long
as they are orthogonal (i.e. statistically in-
dependent) to productivity growth. The
parameter α is a constant.

Compensation growtht

= α + βproductivity growtht
(1)

We estimate this model by regressing the
year-on-year change in hourly compensa-
tion on the change in labour productivity,
controlling for the unemployment rate (see
below). As described above, we use four
separate measures of compensation in our
regressions: two measures of average com-
pensation (average compensation for all

workers, average compensation for employ-
ees only), and two measures of typical com-
pensation for each country (median com-
pensation and production/nonsupervisory
compensation for the United States; me-
dian compensation and our constructed
measure of compensation for hourly-rated
workers in five sectors in Canada). Since
we run the same analyses on all measures,
for brevity all four measures are referred to
as ‘compensation’ below. In our baseline
specifications, all compensation measures
are deflated with the chain-linked consumer
price deflator (PCE for United States, HCE
for Canada).

In our baseline regression, in equation
(2) below, we regress the three-year mov-
ing average of the change in log compen-
sation on the three-year moving average of
the change in log labour productivity and
the current and lagged three-year moving
average of the unemployment rate.22 We
use moving averages rather than annual
changes in our baseline specification to ac-
count for a potentially longer time horizon
for the productivity-pay relationship, for
example because firms change pay and ben-
efits infrequently or because it takes firms
and workers some time to discern that in-
creased output is due to higher labour pro-
ductivity. In the appendix, we also show
results from a similar regression with five-

22 We account for autocorrelation introduced by the moving average specification by using Newey-West het-
eroskedasticity and autocorrelation robust standard errors, with a lag length of 6 years.
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year moving averages.
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In all specifications we control for
the unemployment rate, for two reasons.
First, as an indicator of labour market
slack/tightness, the level of unemployment
is likely to affect bargaining dynamics. In
the context of a slack labour market with a
high unemployment rate, employers would
be able to raise compensation by less than
they otherwise would have for a given pro-
ductivity growth rate, as more unemployed
workers are searching for jobs at that time.
Second, as a proxy measure of general
labour market conditions, unemployment
is likely to reflect broader cyclical eco-
nomic fluctuations that could impact com-
pensation in the short term. For example,
higher unemployment may reflect a down-
turn, which could mean lower pay rises for a
given rate of productivity growth. If unem-
ployment is also related to changes in pro-
ductivity growth – for example, if the least
productive workers are likely to be laid off
first in a downturn– then excluding unem-
ployment would bias the results. By con-
trolling for the current and one-year lagged
moving average of the unemployment rate

we allow for both the level and the change
in unemployment to affect compensation
growth.

Regression Results
We run our baseline regression in

equation (2) above for both the United
States and Canada, over various time pe-
riods. Table 2 shows our regression re-
sults for the United States and Table 3
for Canada. Chart 2 charts the coeffi-
cients estimated for the compensation-pay
relationship from these regressions (i.e.in
equation (2) above), using the PCE or
HCE chain-linked consumer price deflator.
Each dot and line in the chart shows the
point estimate and 95 per cent confidence
interval (respectively) for this coefficient
in the three-year moving average regres-
sion in equation (2). In addition, Chart
3 shows the cyclically-adjusted by resid-
ualizing these variables on the unemploy-
ment rate, the lagged unemployment rate
(both three-year moving averages), and a
constant. These results shed light on the
degree of productivity-pay delinkage in the
United States and Canada (discussed in
turn below).23

United States
For the United States, these regression

results suggest that average compensation
is for the most part still strongly linked
to net productivity, as found in Stansbury
and Summers (2019). For both average
compensation measures (i.e. including and
excluding the self-employed), regardless of
the price deflator used, the coefficient on

23 In the appendix, we present results with five-year rather than three-year moving averages.
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Chart 2: Coefficient on Compensation-Productivity Regressions
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Note: Each dot and line shows the point estimate and 95% confidence interval for the coefficient on
productivity, from an annual regression of the change in log of compensation on the change in log of labour
productivity, the unemployment rate, and the lagged unemployment rate (with all variables taken as 3-year
moving averages). Variables in US regressions are hourly net labour productivity for the entire economy (real
NDP/hours worked) and hourly real average compensation for all employed persons including the self-employed
(red), hourly real average compensation for employees (purple), hourly real average compensation for
production and nonsupervisory employees (orange), and hourly real median compensation for all employees
(blue). Compensation is inflation-adjusted using the PCE price index. Variables in Canada regressions are
hourly net labour productivity for the entire economy (real NDP/hours worked) and hourly real compensation
for all employed persons (red), hourly real average compensation for employees (purple), hourly real average
compensation for hourly-paid workers in five large sectors (orange), and hourly real median compensation for
all employees (blue). Compensation is inflation-adjusted using the HCE price index. All regressions have
Newey-West heteroskedasticity and autocorrelation consistent standard errors with a lag length of six.
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Table 2: Coefficients From Regressions of Average Compensation on Productivity,
United States, 3 Year Moving Averages

Period 1948-2019 1973-2019 1997-2019

Specification (1) (2) (3) (4) (5) (6) (7) (8) (9)
Comp. deflator NDP PCE CPI NDP PCE CPI NDP PCE CPI

Dep. Var.: Average Hourly Compensation, all employed persons, from national accounts, 3yma
Labour Productivity 0.60*** 0.67*** 0.79*** 0.57*** 0.73*** 0.73*** 0.58** 0.59*** 0.53***

(0.07) (0.08) (0.09) (0.16) (0.15) (0.14) (0.20) (0.17) (0.12)
Dep. Var.: Average Hourly Compensation, employees, from national accounts, 3yma
Labour Productivity 0.55*** 0.62*** 0.74*** 0.54*** 0.70*** 0.70*** 0.47** 0.49** 0.42***

(0.06) (0.09) (0.11) (0.16) (0.15) (0.14) (0.21) (0.17) (0.12)
Dep. Var.: Compensation of Production and Nonsupervisory Workers, hourly, 3yma
Labour productivity 0.70*** 0.78*** 0.89*** 0.33** 0.49** 0.49** 0.03 0.05 -0.01

(0.10) (0.10) (0.11) (0.14) (0.20) (0.21) (0.15) (0.14) (0.13)
Dep. Var.: Median Hourly Compensation, 3yma
Labour Productivity - - - 0.52*** 0.68*** 0.68*** 0.32* 0.33 0.27

- - - (0.18) (0.20) (0.18) (0.17) (0.20) (0.23)

Obs. 69 69 69 44 44 44 20 20 20

Note: Each cell contains the coefficient estimate on hourly labour productivity (change in log, 3y trailing
moving average) from a regression of the change in log compensation (3yma) on the change in log net hourly
labour productivity (3yma), controlling for the current and 1-year lagged unemployment rate (3yma) and a
constant, using annual data. Newey-West (HAC) standard errors (6-year lag) are listed below each coefficient
estimate in parentheses, *** p<0.01, ** p<0.05, * p<0.1.

Table 3: Coefficients From Regressions of Average Compensation on Productivity,
Canada, 3 Year Moving Averages

Period 1961-2019 1976-2019 1997-2019

Specification (1) (2) (3) (4) (5) (6) (7) (8) (9)
Comp. deflator GDP HCE CPI GDP HCE CPI GDP HCE CPI

Dep. Var.: Average Hourly Compensation, all employed persons, from national accounts, change in log, 3yma
Labour productivity 0.50*** 0.47*** 0.69*** 0.27 0.34* 0.39** 0.32*** 0.28 0.24
(ch. log, 3yma) (0.09) (0.15) (0.14) (0.19) (0.20) (0.19) (0.08) (0.26) (0.21)
Dep. Var.: Average Hourly Compensation, employees, from national accounts, change in log, 3yma
Labour productivity 0.44*** 0.41*** 0.64*** 0.24 0.31* 0.37** 0.23** 0.19 0.15
(ch. log, 3yma) (0.09) (0.15) (0.13) (0.17) (0.17) (0.17) (0.08) (0.26) (0.21)
Dep. Var.: Compensation of Hourly-Paid Workers in Five Sectors, change in log, 3yma
Labour productivity 1.06*** 1.03*** 1.25*** 0.50 0.57 0.63 -0.44* -0.48* -0.53**
(ch. log, 3yma) (0.22) (0.27) (0.27) (0.40) (0.47) (0.49) (0.24) (0.25) (0.22)
Dep. Var.: Median Hourly Compensation, employees, survey-based, change in log, 3yma
Labour productivity - - - -0.24* (0.17) (0.11) -0.47*** -0.51** -0.55***
(ch. log, 3yma) - - - (0.14) (0.18) (0.19) (0.16) (0.22) (0.17)
Obs. 56 56 56 41 41 41 20 20 20

Note: Each cell contains the coefficient estimate on hourly labour productivity (change in log, 3y trailing
moving average) from a regression of the change in log compensation (3yma) on the change in log net hourly
labour productivity (3yma), controlling for the current and 1-year lagged unemployment rate (3yma) and a
constant, using annual data. Newey-West (HAC) standard errors (6-year lag) are listed below each coefficient
estimate in parentheses, *** p<0.01, ** p<0.05, * p<0.1. Observations refer to 3-year trailing moving average
periods for annual change in log data. For example, the 56 observations in column (1) are for each year from
1964-2019, where the data point for 1964 incorporates data from 1961-2, 1962-3, and 1063-4.
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Chart 3: Cyclically-adjusted Productivity and Compensation Growth, United States and
Canada
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Note: Each chart shows the 3-year trailing moving average of the change in log of labour productivity and of
compensation, cyclically-adjusted by residualizing these variables on the unemployment rate, the lagged
unemployment rate (both three-year moving averages), and a constant. The first row of charts shows average
compensation for all employed workers, the second row shows our two measures of compensation for typical
workers (production/nonsupervisory workers in the US, and hourly-paid workers in five large sectors in
Canada), and the third row shows median hourly compensation. All US compensation measures are deflated
using the PCE; all Canadian compensation measures are deflated using the HCE price index.
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productivity is close to 1. The confidence
intervals illustrate that these coefficients
are strongly significantly different from 0
and, for the 1973-2019 regressions with the
largest estimated coefficients, not signifi-
cantly different from 1. Interestingly, the
coefficients are smallest for the more re-
cent 1997-2019 period, suggesting that the
linkage may be getting weaker over time
(though there is still a somewhat strong
link and the confidence interval of the point
estimate does not contain zero).

This weaker relationship in recent
decades in the United States is even more
apparent when looking at the link between
productivity and either the average com-
pensation of production/nonsupervisory
workers, or median compensation. With
production/nonsupervisory compensation
as the dependent variable, the coefficient
on productivity is very large for the sam-
ple over the entire postwar period but very
small (and not significantly different from
zero) for the subsample over the last two
decades. The coefficient on productivity
in the regression with median compensa-
tion is also very small for the 1997-2019
period, although it is larger for the longer-
term 1973-2019 sample for which median
compensation data is available. Breakpoint
tests in years 1997, 2000, and 2008 (Ap-
pendix Table 5) fail to reject the null hy-
pothesis of no structural break for aver-
age compensation, but suggest structural
breaks in the productivity-pay relation-
ship for both of our typical worker mea-
sures: production/nonsupervisory compen-
sation and median compensation. It is pos-
sible that this reflects a decline in the link-
age between productivity and typical work-
ers’ pay in recent decades. It is also pos-

sible that, to the degree that there may
be a growing bias in our estimates of me-
dian or production/nonsupervisory com-
pensation over time (due to the growing in-
fluence of the non-wage compensation im-
putation), this may lead to attenuation of
the estimated regression coefficients over
time.

Chart 3 illustrates the temporal dy-
namics of the relationship, showing that
in the US compensation growth generally
co-moved with productivity growth until
the 2000s. In the early 2000s, cyclically-
adjusted productivity grew faster than
compensation, while the decline in produc-
tivity growth in the 2010s was not matched
by as substantial a decline in real com-
pensation growth. This pattern held for
both average compensation and the com-
pensation of production and nonsupervi-
sory workers. For median compensation,
the picture is a little more nuanced: the
spikes in the blue line from 1995-2005 illus-
trate that median compensation grew more
slowly than would have been predicted by
the level of unemployment in the mid 1990s
and more quickly in the tight labour mar-
ket of the late 1990s.

Canada
The regression results for Canada are

shown in Table 3. For Canada, average
compensation (all measures deflated using
the HCE price index) is positively and sig-
nificantly linked to productivity over the
longer-term 1961-2019 sample (whether or
not the self-employed are included). The
point estimates on these regressions are
somewhat smaller than those for the US –
between 0.4 and 0.5, with confidence inter-
vals ruling out both 0 (strong delinkage)
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and 1 (strong linkage). Estimated coeffi-
cients are smaller, and not significantly dif-
ferent from zero, for the more recent 1976-
2019 period and especially the 1997-2019
period (although structural break tests fail
to reject the null hypothesis that there is
no change in the productivity-average com-
pensation relationship in 1997, 2000, or
2008 – see Appendix Table 5). Coefficients
are relatively similar regardless of which
price deflator is used to deflate compensa-
tion, as can be seen by comparing across
columns (1)-(3) in Table 3.

Results for typical compensation are a
little harder to interpret. One of our typi-
cal compensation measures, average wages
for hourly-rated workers in five sectors, is
strongly linked to productivity over the
whole period with the coefficient very close
to one and strongly significantly different
from zero. Yet breakpoint tests indicate a
structural break for this five-sector hourly
compensation measure in Canada in 1997
(Appendix Table 5), and there is no ev-
idence of this compensation measure be-
ing linked to productivity in the past two
decades: the point estimate, in fact, is neg-
ative, although the standard errors are so
large that a coefficient of zero is also within
the estimated confidence interval.24

Chart 3 illustrates the dynamics be-
hind this: in the early 2000s, cyclically-
adjusted productivity growth rose (and so
did cyclically-adjusted average compensa-
tion growth), but cyclically-adjusted com-
pensation growth in our five sectors of

interest moved in the opposite direction,
spiking sharply downwards. In contrast, in
the Great Recession era there was a large
decline in cyclically-adjusted productivity
that was not matched by as large of a de-
cline in cyclically-adjusted real compensa-
tion for typical workers in these five sectors.

Finally, there is no evidence of linkage
for our other typical compensation measure
– median compensation. Estimated coeffi-
cients are negative, with large standard er-
rors, for both the 1976-2019 period and the
more recent 1997-2019 period. Mechani-
cally, this is driven by the 1997-2019 period
featuring very few meaningful fluctuations
in the growth rate of median compensation,
with an exception during the Great Reces-
sion period, where the cyclically-adjusted
rate of productivity growth fell but the
cyclically-adjusted rate of median compen-
sation growth rose.

We treat these results for median com-
pensation with caution, however, given the
large potential measurement error for this
measure of median hourly compensation
(discussed above). To the extent that we
are measuring total hours worked per year
with noise, and to the extent that year-
to-year fluctuations in true median hourly
compensation are relatively small, the noise
in the hours worked measure could swamp
the “signal" of true median hourly com-
pensation. In addition, to the extent that
our imputation of non-wage compensation
is becoming more significant over time, and
to the extent this may introduce measure-

24 Comparisons across the specifications with different deflators for compensation illustrate that a differential
growth rate of different price indices is not the primary driving force behind this result: whether compensation
is deflated with the GDP deflator, CPI, or HCE, estimated coefficients for the most recent period are negative,
with large standard errors.
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ment error and/or upward bias in our es-
timate of total compensation, the bias in-
troduced by this imputation may also be
increasing over time.

Exploring US-Canada Differ-
ences

In the previous section, we found that
the relatively strong linkage found between
productivity and pay in the United States
in Stansbury and Summers (2019) held
with updated data. This affirms the con-
clusion of that previous analysis that fac-
tors orthogonal (i.e. statistically indepen-
dent) to productivity have been acting to
suppress average and typical compensation
in the United States even as productivity
growth has been acting to raise it.25

We have found less conclusive evidence
for strong linkage between year-to-year
fluctuations in productivity growth and
compensation growth in Canada. It is
possible that the relatively small size of
these regression coefficients on productiv-
ity growth, and large standard errors, may
be related to explanations specific to the
Canadian context: there may, for exam-
ple, be a weaker productivity-pay link in
Canada than the United States because the
former is a smaller, more open economy.

The Canadian economy is less than one-
eleventh the size of the USA economy and
has more than twice the share of trade as a
percentage of GDP.26 As a result, it is rea-
sonable that international factors are likely
to be a relatively more important deter-
minant of worker compensation in Canada
than in the United States.27

To evaluate this argument, we analyze
the productivity-pay relationship at the
level of other similar small open economies:
US regions. The economies of some US re-
gions may be better analogs for the Cana-
dian economy than the economy of the
United States as a whole. Comparing
Canada to the eight regions of the conti-
nental US as defined by the Bureau of Eco-
nomic Analysis, Canada sits somewhere in
the middle in terms of GDP and popula-
tion.28 Canada’s population in 2019 was
37.6 million and its GDP in 2019 (in cur-
rent USD) was $1.74 trillion: this made it
larger in both population and GDP terms
than the Rocky Mountain, New England,
or Plains regions, but smaller in both pop-
ulation and GDP terms than the South
West, Great Lakes, Mideast, Far West, or
South East regions of the United States.

It should be noted, of course, that the
US regions are not perfect comparators:

25 While the linkage between productivity and pay in the United States appears weaker for the first two decades
of the 21st century than for the second half of the 20th century, this appears to be a result of extremely
low cyclically-adjusted productivity growth in the post-Great Recession era not being matched by as large a
decline in the cyclically-adjusted rate of compensation growth.

26 Economy size in terms of PPP-adjusted GDP. Trade is sum of exports and imports of goods and services as
a share of GDP. Data from World Development Indicators database, World Bank. Over 2010-2019, Canada’s
trade share of GDP ranged between 60 and 67 percent; the US’ trade share of GDP ranged between 26 and
30 percent.

27 To the extent that these international factors are correlated with both productivity and compensation growth
in Canada, these may be expected to reduce the strength of the linkage we can estimate between productivity
growth and compensation growth in Canadian data.

28 The eight regions and the states which comprise them are listed in Appendix Table 8.
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Chart 4: Coefficient on Compensation-Productivity Regressions: Comparison to US
Regions

US national level

Canada national level

US regions

0 .5 1

 US national level:
1961-2019, all employed
1961-2019, employees
1976-2019, all employed
1976-2019, employees

 CA national level:
1961-2019, all employed
1961-2019, employees
1976-2019, all employed
1976-2019, employees

 US regional level
(1976-2019, employees):
US regions, panel
Far West
Great Lakes
Mideast
New England
Plains
Rocky Mountain
South East
South West

Note: Each dot and line shows the point estimate and 95% confidence interval for the coefficient on
productivity, from an annual regression of the change in log of compensation on the change in log of labour
productivity, the level of unemployment, and the lagged level of unemployment (with all variables taken as
3-year moving averages). Variables in US national level regressions are hourly net labour productivity for the
entire economy (real NDP/hours worked) and hourly real compensation for all employed persons including the
self-employed (shown in red), and for employees only (shown in purple). Compensation is inflation-adjusted
using the PCE price index. Variables in Canada national level regressions are hourly net labour productivity
for the entire economy (feal NDP/hours worked) and hourly real compensation for all employed persons
including the self-employed (shown in red), and for employees only (shown in purple). Compensation is
inflation-adjusted using the HCE price index. Variables in US regional level regressions are labour productivity
per worker (real NDP/employed persons) and annual real compensation for employees (employee
compensation/employees), inflation-adjusted using the PCE price index. The “US regions, panel" regression is
a panel regression which includes region and year fixed effects and has robust standard errors clustered at
region level. All other regressions are time series regressions with Newey-West heteroskedasticity and
autocorrelation consistent standard errors (using a six year lag).

their economies are more open (to each
other) than Canada’s economy is to the
rest of the world, since trade frictions be-
tween US regions are lower than between
Canada and the United States or other
countries, and migration is substantially
easier between US regions than across an
international border into or out of Canada.
If migration across US regions fully ar-
bitrages wage differences between US re-

gions, one would have no reason to expect
a productivity-pay linkage at the US re-
gion level. This comparison therefore relies
to some extent on the assumption that US
regions represent distinct labour markets,
with less-than-perfect arbitrage of wages
through migration between regions.

To analyze the productivity-pay rela-
tionship for the eight US regions, we
construct worker-level measures of annual

29 To estimate annual productivity per worker for each region, we start with region-level GDP, adjust it for
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labour productivity and annual employee
compensation from the BEA Regional Eco-
nomic Accounts.29 We use these to run our
baseline regressions at the region level, re-
gressing the change in log of compensation
on the change in log of productivity (3-year
moving average), the current and lagged
regional unemployment rate (3-year mov-
ing average), and a constant. Coefficients
from these regressions are shown in the bot-
tom panel of Chart 4, where the first coef-
ficient estimate shows the estimate from a
panel regression across all regions (includ-
ing region and year fixed effects), and the
other coefficient estimates show the esti-
mates from separate time series regressions
for each region. Across most regions, the
point estimates are close to and not signif-
icantly different from 0.5, but are signifi-
cantly different from 0 for all US regions
and significantly different from 1 for seven
of the eight US regions.

Notably, the coefficients from these
region-level regressions are much smaller
than those for the US national level regres-
sions for average compensation. Indeed,
the magnitude of the coefficients for US re-
gions are quite close to those for average
compensation for Canada – especially for
the US regions most geographically prox-
imate and similar to Canada: the Plains,
Great Lakes, and Rocky Mountain regions.
This evidence is consistent with the idea
that the more open an economy is, the less
tightly linked are year-to-year changes in

domestic productivity and domestic com-
pensation.

A further point of comparison is whether
labour productivity differentials between
the United States and Canada translate
into differences in pay. To test this, we
regressed the difference in the change in
log compensation on the difference in the
change in log productivity (United States
minus Canada), controlling for the differ-
ence in unemployment. These regression
results (in Appendix Table 4) suggest that
a one percentage point faster productivity
growth rate in the United States than in
Canada translates into a 0.2-0.5 percentage
point faster average compensation growth
rate, holding all else constant. This fits
with the finding noted above that the US
experienced faster productivity growth and
average compensation growth than Canada
between 1976 and 2019. On the other hand,
we find no evidence that a one percent-
age point faster productivity growth rate
in the US than in Canada translates into
a faster median compensation growth rate
in the former. This is consistent with the
fact that despite much faster productivity
growth in the US than in Canada, real me-
dian compensation grew at about the same
rate over the period.

Why might the Canadian economy, as a
more open economy, have a smaller mea-
sured linkage between productivity and
pay than the United States? One no-
table feature of the Canadian economy

depreciation by the national GDP-NDP ratio, deflate it with the national NDP price index, and then divide
by the number of employed persons in the state (employees and self-employed). To estimate annual real
compensation per worker for each region, we divide total employee compensation by the number of employees
(from the BEA Regional Economic Accounts), and deflate compensation by the national PCE price index.
Note that our compensation measure is for employees, not all employed persons, because of difficulties in
obtaining estimates of compensation per worker for the self-employed at the region level.
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is its dependence on commodities which
are subject to international price fluctu-
ations. For example, international com-
modity price ‘supercycles’ are an impor-
tant influence on Canada’s terms of trade,
exchange rate, employment, income and
inflation Buyuksahin et al. (2016), and
Green et al. (2019) find that the most re-
cent Canadian resource boom in the 2000s
substantially boosted real average wages in
Canada broadly — that is, not only in
the resource sector nor only in resource
regions—which may have also hurt firms
in non-resource regions by raising wage
costs without the increase in demand en-
joyed by firms in resource regions. It is
possible that the influence of international
commodity price fluctuations may explain
the weakness of the measured productivity-
pay relationship – though, it does not pro-
vide a completely obvious account of why
the productivity-wage relationship would
be affected if both series were deflated by a
(correctly measured) product price index.
To us this appears to be an avenue worth
of further exploration.

Another avenue worthy of further explo-
ration would be the degree to which pro-
ductivity fluctuations which occur for dif-
ferent reasons may be expected to trans-
late into pay growth. For example, a
larger share of the fluctuations in measured
productivity growth rates in Canada are

driven by natural resource prices, as com-
pared to changes in technology or other
drivers of economy-wide productivity. It is
possible that the transmission mechanism
from measured productivity gains as a re-
sult of export price increases differs as com-
pared to the transmission mechanism from
productivity gains arising from, for exam-
ple, new technologies.30

Concluding Remarks
The analysis above sheds light on the

productivity-pay relationship in the United
States and Canada. First, we studied the
divergence in levels between productivity
and pay. In both countries the pay of
typical workers has diverged substantially
in real terms from average labour produc-
tivity. However, these divergences are at-
tributed to slightly different forces. While
the labour share of income has declined in
both countries, and labour income inequal-
ity has also risen, the latter has been much
more pronounced in the United States. As
a result, despite much faster growth in both
labour productivity and average compensa-
tion in the United States than in Canada –
particularly since 1976 – the growth in real
median compensation has been about the
same in both countries.

Second, we studied whether this diver-
gence has come alongside a delinkage in
the growth rates of productivity and pay.

30 The timing of the transmission process may also differ according to the source of productivity growth, and
the extent to which it is perceived as transitory or permanent. In a study of the US oil and gas field services
industry, Kline (2008) finds that wage increases lag price increases in the oil extraction sector. A further
possible explanation for the smaller degree of linkage between productivity and pay in Canada as compared to
the US might have been a smaller degree of meaningful high frequency fluctuations in Canadian productivity
growth compared to the United States. If this were the case, we would expect attenuated coefficients on the
productivity-pay relationship due to classical measurement error. We do not, however, find evidence that
productivity fluctuations are smaller in Canada than in the United States: the variance of the change in log
productivity is the same or higher in Canada over the 1961-2019 period.

INTERNATIONAL PRODUCTIVITY MONITOR 27



We find evidence for some linkage between
productivity and pay in both countries:
a one percentage point higher productiv-
ity growth rate is associated with signifi-
cant increases in the rate of compensation
growth in both countries. However, our ev-
idence suggests that this linkage between
productivity and average pay growth may
be stronger in the United States than in
Canada.

In the United States there is also evi-
dence for linkage between productivity and
typical workers’ pay, although the magni-
tude appears to attenuate somewhat over
time. In Canada, the evidence on typi-
cal workers’ pay is more mixed and de-
pends on both the measure chosen and the
time period: there is evidence of strong
linkage of productivity with our measure
of the compensation of hourly-rated work-
ers in five sectors (although estimates in
more recent periods become too noisy to
rule out either strong linkage (one-for-one
translation from productivity to pay) or
strong delinkage (no translation of produc-
tivity to pay)), and there is no evidence of
linkage of productivity with our measure
of median compensation. Given the sub-
stantial concerns about measurement error
in our measures of typical compensation
in Canada, particularly median compensa-
tion, these estimates should be treated with
caution however.

We explore possible explanations for the
difference in the degree of estimated linkage
between productivity and average compen-
sation in the United States and Canada.
In particular we emphasize the possibility
that since Canada is a smaller, more inter-
nationally open economy than the United
States, there may be a greater role for

international factors (such as global com-
modity prices) that affect both productiv-
ity and compensation growth to reduce the
strength of the linkage between domestic
productivity growth and domestic compen-
sation growth in Canada. This is supported
by a comparison of our productivity-pay
regression results from Canada with esti-
mates of regressions of average compensa-
tion on productivity in US regions, which
are similar in GDP and population to
Canada, and could also be considered small
open economies. These estimates suggest
that linkage in US regions is substantially
lower than for the United States as a na-
tion, and is similar in magnitude to the es-
timates for Canada.

The argument that the productivity-pay
linkage is weaker in small open economies
merits further study. Combined analy-
sis of multiple countries may shed light
on the importance for the size and trade-
dependence of a country on its degree of
productivity-pay linkage. Another focus of
further research should be the degree to
which productivity fluctuations which oc-
cur for different reasons may be expected
to translate into pay growth. For exam-
ple, productivity growth arising from a new
labour-substituting technology may be ex-
pected to have substantially different impli-
cations for the pay of typical workers, than
would productivity growth arising from dif-
ferent types of technological change – or,
indeed, from productivity growth arising
from a change in export demand or export
prices. Understanding the role of these
factors in the productivity-pay relationship
will enable policymakers to respond ap-
propriately. In particular, as policymak-
ers in Canada continue to express concern
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over its slow productivity growth rate, it
is important to understand the extent to
which slower productivity growth may im-
pact workers at different points in the in-
come distribution.

Further research will illuminate the ex-
tent to which increases in productivity
growth raise living standards across the
board and which sources of increased
growth impact most strongly on different
parts of the income distribution. We think
it is unlikely that the view that growth aug-
ments the incomes of most workers will be
overturned. In addition to its direct impact
on middle class incomes we expect that
by augmenting government revenue collec-
tions increased growth will lead to at least
some extent to augmented public spending.
Finally, we emphasize that to suggest that
productivity growth influences middle class
living standards is not of course to imply
that fluctuations in growth are primary de-
terminants of middle class living standards
– other distributional factors are also im-
portant.
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Abstract

In the long-run at the macro level, the growth in real pay of workers tends to follow

that of labour productivity. In recent years, however, there have been concerns that this

relationship has broken down and that pay has become “decoupled” from productivity,

growing much more slowly, and leading to a fall in the labour share. This has been a well-

documented phenomenon in the United States (US) since the early 1980s. By contrast, we

show that in the United Kingdom (UK), employee mean hourly compensation has grown

at the same rate as labour productivity between 1981 and 2019. However, there has been

a divergence between median employee hourly wage growth and productivity growth of

about 25 percentage points. About three-fifths of this “overall decoupling” is due to in-

creasing inequality (mean wages growing faster than median wages) and one-third is due to

the increased non-wage compensation costs, in particular employer pension contributions.

However, this analysis relates to employee compensation. The average self-employed worker

has seen their income grow by only 50 per cent, compared to 80 per cent for the average

employee. Using micro-data, we show that this gap can essentially be explained by (i) the

growth in the numbers of “solo self- employed” (who have relatively low incomes), and (ii)

a much greater fall in hours worked by the self-employed than for the employed. Finally,

if we “correct” the labour share for self- employment and non-wage labour costs, the UK

labour share has fallen by about 3.5 percentage points over the last four decades.

1 Andreas Teichgräber is a Research Assistant at the Centre for Economic Performance at the London School
of Economics. John Van Reenen is Ronald Coase School Professor at the London School of Economics and
the Gordon Y. Billiard Professor of Management and Economics at the Massachusetts Institute of Technol-
ogy. We thank the Economic and Social Research Council for their financial support through the Programme
On Innovation and Diffusion (POID). Useful comments have come from Richard Blundell, Angus Deaton,
Steve Machin, Ralf Martin, Andrew Sharpe, Bart Van Ark, three anonymous referees, and seminar partic-
ipants at the LSE and IFS. Many people have helped tremendously with the data, including Brian Bell,
Alex Bryson, Rui Costa, Richard Dickens, Giulia Giupponi, Helen Miller, Larry Mishel, João Pessoa, Felix
Ritchie, Matt Whittaker, and several people from the Department for Work and Pensions (in particular Clive
Warhurst) and the Office of National Statistics (in particular Joshua Abramsky and Karen Grovell). Emails:
a.o.teichgraeber@lse.ac.uk and j.vanreenen@lse.ac.uk
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The “decoupling” of wages and labour
productivity is a common phenomenon in
many rich countries of the world (OECD,
2018; Nolan, Roser, and Thewissen, 2019).
In the US for example, labour productiv-
ity (GDP per hour) has grown substan-
tially more than worker compensation per
hour since the 1980s. This is illustrated
in Chart 1 that uses data from Mishel and
Bivens (2021) over the same time period
that we will use later in the article for the
UK. This is closely related to the fall in
the labour share of GDP, which has been
the subject of a vast literature (e.g. Au-
tor et al. 2020). The consensus is that
there has been a substantial fall in the US
labour share. There is less consensus re-
garding other countries, but most studies
do find a general fall since 1980, albeit with
very different speeds and magnitudes (e.g.
Karabarbounis and Neiman, 2014).

Pessoa and Van Reenen (2013) showed
that UK trends in decoupling looked dif-
ferent from the US in some respects. Us-
ing data for the 1972-2010 period, they
found that (unlike the US) average em-
ployee compensation rose at a similar rate
to labour productivity.2 However, like the
US, median wages of employees had risen
much more slowly than labour productiv-
ity. This article first revisits the question
of UK decoupling, using another decade of
data through to 2019, the year before the
start of the pandemic (in order to avoid
confounding longer-term trends with the
COVID-19 shock).

In the first part of this article, we still
do not find “net decoupling” of labour pro-
ductivity and employee compensation look-
ing over the period from 1981 to 2019 as a
whole. We use “net” to indicate this is the
difference from “overall decoupling” when
we take into account inequality, non-wage
compensation and some statistical factors.
However, there has been substantial “over-
all decoupling” of labour productivity and
employee median wages.

In our decomposition analysis we find
that most of the divergence between overall
and net decoupling (three-fifths) can be ex-
plained by an increase in inequality which
drove a large wedge between mean wages
(whose growth was dominated by the most
highly paid) and median wages. A fur-
ther one third of overall decoupling is ac-
counted by the increase in non-wage ben-
efits (the difference between compensation
and wages). Although one might regard
non-wage compensation such as employer
pension contributions a bona fide element
of (deferred) labour compensation, it turns
out that in the UK a substantial part of
this is because of firms re-financing their
past pension commitments (which counts
as compensation under Office of National
Statistics (ONS) conventions). The other
components of overall decoupling, such as
the statistical discrepancies between data
sources and the consumer versus producer
price deflator, are generally small in mag-
nitude and offset each other. The compen-
sation and wage measures in the first part

2 In this article, we follow the standard intuitive definition of defining workers as the sum of employees and the
self-employed. This should not be confused with legal definitions. For example, under English law, a “worker”
is a person in an employment relationship that confers less rights than an “employee”, but has more labour
rights than a self-employed person.
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of the article only include employees. For
a comprehensive analysis of the whole UK
economy, it is important to look at the self-
employed as well.

The second part of our article examines
the self-employed, who have increased from
11.8 per cent of the workforce in 1981 to
15.7 per cent in 2019 - and whose com-
pensation is therefore missing from the em-
ployee average compensation and wage se-
ries. The self-employed do contribute to
GDP, however, so ignoring them is clearly
problematic (e.g. Gollin, 2002; Guitérrez
and Piton, 2020; Smith et al, 2019). This
turns out to matter a lot in the UK con-
text. The self-employed as a group ap-
pear to have done much worse than the
employed in terms of their income trends
since 1981 and especially after 2001. In our
baseline estimates, we find that the average
real compensation of an employee grew by
80 per cent between 1981 and 2019 com-
pared to only 50 per cent for the income
of a self-employed person: a 30 percentage
point difference.

A difficulty with self-employed income
data is to determine what part can be
classified as labour income and what part
as capital income. The Office for Na-
tional Statistics divide the overall “mixed
income” (income derived from the busi-
ness they run) of the self-employed into a
part which is labour compensation and the
residual (capital income). This fraction is
a difficult object, as the self-employed have
a lot of latitude to determine exactly how
they will split their income, and this de-
cision is heavily influenced by tax rules.
Nonetheless, we show that however one
does this split, the self-employed as a group
have been doing very poorly compared to

the employed.
Using data from the Family Resources

Survey (FRS), we examine employed and
self- employed income since the mid-1990s,
and show that two factors play a key role
in explaining the slower growth of self-
employed income. First, there has been
a big increase of the share of solo self-
employed in total self-employment. This
group earns substantially less on average
than the non-solo self-employed (i.e. those
who employ other people). This composi-
tional shift explains over half of the diver-
gence. The rest of the gap is essentially
all explained by hours worked, which have
fallen dramatically for the self-employed,
but have been stable for the employed.

We combine our findings to trace the im-
pact on the labour share of GDP. As our
decoupling analysis implies, if the average
income of the self-employed had grown at
the same rate to that of employees, the
labour share of GDP would have been flat
for the period from 1981 to 2019. Incor-
porating the self-employed and taking out
non-wage compensation implies a 3.5 per-
centage point fall in the UK labour share.

The article is structured as follows. The
first section provides a short literature re-
view, Section 2 presents the decoupling
analysis. Section 3 includes the analysis
of self-employed income and the implica-
tions for the labour share, Section 4 pro-
vides an analysis of potential mechanisms
behind our findings. Section 5 concludes.

Literature Review

As noted above, Bivens and Mishel
(2015) and Mishel and Bivens (2021) pro-
vide the facts on decoupling in US data
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Chart 1: Growth of Average Compensation and Labour Productivity in the United
States, 1981-2019
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Price deflator)
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Median worker wage per hour (CPI-U-RS)

Source: Data from Mishel and Bivens (2021).

Note: GDP data come from Bureau of Economic Analysis (BEA). Compensation is approximated via a wage
to compensation ratio based on BEA and BLS data and includes all workers (i.e. including self-employed).
Hours worked also come from the BLS. GDP and average compensation are deflated by the implied price
deflator (we later refer to the difference between these two series as “net decoupling”), and median wages by
the CPI-U-RS. “Average” refers to the mean.

since the 1970s. As shown in Chart 1, US
labour productivity grew faster than mean
compensation (net decoupling) and much
faster than median wages (overall decou-
pling). Apart from studies of individual
countries, there are several cross-country
comparisons of labour productivity and
wage/compensation growth (e.g. OECD,
2018 and Greenspon, Stansbury and Sum-
mers, 2021). For example, Nolan, Roser,
and Thewissen (2019) find that most coun-
tries have experienced decoupling of pro-
ductivity and median household income
growth, but note that divergence is partic-
ularly large in the US.

Although one of Kaldor’s (1957) “styl-
ized facts” was the stability of the labour
share, much recent work documents a fall in
the labour share globally and in individual
countries over time. An extensive literature

discusses reasons behind the fall (see the
survey in Grossman and Oberfield, 2021).
Karabarbounis and Neiman (2014) argue
that rapid falls in the quality-adjusted price
of information and communication tech-
nology has led firms to shift from labour
to capital (although others have expressed
scepticism that the labour- capital elastic-
ity could be large enough to generate this).
Autor et al. (2020) emphasise the fact that
median firm labour shares have been stable,
and that the aggregate fall in the labour
share is due to “superstar firms” (that have
low labour shares and high mark-ups) be-
coming more dominant in the economy. De
Loecker, Eeckhout, and Unger (2020) argue
for a rise in aggregate mark-ups and market
power. Other reasons identified in the liter-
ature are exposure to trade with China and
international outsourcing (Elsby, Hobijn,
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and Şahin, 2013), changing social norms
as well as the role of labour market in-
stitutions such as unions (Piketty, 2014),
and privatisation (Azmat, Manning, and
Van Reenen, 2012). Rognlie (2015) looks
at the role that housing plays in the fall
of the labour share in more detail. More
closely related to our focus on the self-
employed, Gollin (2002) explains that ne-
glecting the self-employed in labour share
calculations can lead to substantial misin-
terpretations of labour share trends. Gui-
térrez and Piton (2020) propose different
methods to account for the self-employed
in the labour share as do ONS researchers
(e.g. Dunn, Heys and Sidhu, 2018).

Cribb, Miller, and Pope (2019), Cribb
and Xu (2020), and Giupponi and Xu
(2020) provide detailed analyses of self-
employed income patterns in the UK over
the last 20 years. They show that self-
employed have experienced particularly
large drops in income after the financial cri-
sis. Boeri et al. (2020) focus on the self-
employed who do not employ other work-
ers (“solo self-employed”). Based on re-
sults from large-scale surveys in the UK,
US, and Italy, they show that there are sub-
stantial differences in working patterns and
income between solo self-employed and self-
employed who employ other workers. For

example, the solo self-employed earn sub-
stantially less on average than other self-
employed and a higher share of solo self-
employed are dissatisfied with the amount
of hours and would like to work more.

Decoupling Analysis in the UK

Data Sources
Our data come from multiple sources.3

Our baseline measure of labour productiv-
ity is GDP divided by total hours worked.4

An alternative output measure would be
Gross Value Added (GVA)5 and we use
this as a robustness check in Appendix A1.
The core measure of labour compensation
is from the ONS national accounts and
is defined as wages and salaries plus non-
wage benefits. The ONS obtains this in-
formation mostly based on tax information
from HM Revenue and Customs (HMRC),
the UK IRS. Non-wage benefits include
employers’ contributions to pensions (the
main item), national insurance, health in-
surance (unlike the US, a minor element in
the UK due to the NHS) and other benefits.

Our baseline wage data to construct the
median wages is from the Labour Force
Survey (LFS). Earnings in LFS include ba-
sic pay, benefits, tips, and other smaller
components and it currently covers about

3 See the online Appendix A for details on data available at http://www.csls.ca/ipm/41/IPM_41_Decouplin
g_IPM_appendix.pdf

4 The hours estimate of the UK national accounts come from the Labour Force Survey (LFS). We prefer to
use hourly measures due to rises in part-time working and longer holidays. These changes would lead to an
underestimation of labour productivity when using per worker measures.

5 GDP = GVA + product taxes – product subsidies. Another option would be to take net domestic product
(NDP), which equals GDP minus depreciation. However, the ONS only provides such a series from 1987
onwards. When deflating both GDP and NDP by the GDP deflator, growth rates of the two differ by about
one percentage point between 1987 and 2019.

6 We follow Pessoa and Van Reenen (2013) and splice LFS with the General Household Survey pre-1992. See
Appendix A for details about the sources.
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Exhibit 1: Elements of the Overall Decoupling of Productivity and Pay

OD = ∆ln(prodONS
PD ) − ∆ln(compONS

PD ) (i. Net Decoupling)

+ ∆ln(compONS
PD ) − ∆ln(meanwageONS

PD ) (ii. Non-wage Compensation)

+ ∆ln(meanwageONS
PD ) − ∆ln(meanwageLFS

PD ) (iii. LFS/ONS divergence)

+ ∆ln(meanwageLFS
PD ) − ∆ln(medwageLFS

PD ) (iv. Inequality)

+ ∆ln(medwageLFS
PD ) − ∆ln(medwageLFS

CPI ) (v. Deflators)

40,000 households every quarter.6 There
are well-known issues with standard inter-
national surveys like the LFS. First, the
earnings and wage data are self-reported so
may be incorrect. Second, the LFS has a
response rate of about 60 per cent and this
has been declining over time, like most vol-
untary surveys. there are sampling weights
that try to correct for non-response bias,
but these might be inadequate.

To address these potential issues with
LFS, we repeat the entire analysis using
the Annual Survey of Hours and Earnings
(ASHE) in Appendix B. ASHE is a panel
of 1 per cent of employees that are selected
randomly by the last two digits of their Na-
tional Insurance (Social Security) number.
Because the data come directly from pay-
rolls of employers, it is likely to be very
accurate and there is close to 100 per cent
compliance. ASHE does have the disad-
vantage however, that it has only been con-
ducted from 2004 onwards. For years prior
to that, data from the New Earnings Sur-
vey (NES) are needed to construct a longer
time series. Major breaks in wage data
can be observed between 2003 and 2004 in
NES-ASHE, and also in subsequent years

when the methodology of ASHE adjusted
further, bringing in more part-time employ-
ees. Note that the ONS wages and salaries
series are derived from different sources to
the LFS (and ASHE). So some of the di-
vergence between mean and median wages
could be from the alternative data sources
and we examine this explicitly.

We convert employee wages and compen-
sation to hourly values by dividing the se-
ries by employee hours. Employee hours
are obtained by multiplying the share of
employees in total employment (taken from
the UK national accounts which base their
estimates on the LFS) with total hours
worked. This implicitly assumes that em-
ployees and self-employed work the same
number of hours per week on average.7

We use the ONS’ GDP deflator and a
Consumer Price Index (CPI) respectively
to convert GDP and the different wage
and compensation measures into real se-
ries. Most of our other data series are
consistently available from 1981 onwards,
but we also present an analysis beginning
in 1972 as a robustness check in the Ap-
pendix. However, this requires more as-
sumptions to produce longer time series.

7 As we will see in Section 3, this assumption is problematic. In particular, FRS data suggest that self- employed
have worked more hours on average than employees in earlier years, and the gap has only closed recently. This
would suggest that our results might slightly underestimate growth of hourly employee wages/compensation.
However, the bias should be minor and the approach is in line with other work dealing with the limitations
around employee hours data in the UK (Pessoa and Van Reenen, 2014; Whittaker, 2019).
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We define “overall decoupling” (OD) as
the difference between growth of labour
productivity (deflated by the GDP defla-
tor) and median hourly employee wages
(deflated by the CPI deflator). We define
“net decoupling” (ND) as the difference be-
tween growth of labour productivity and
mean hourly employee compensation (both
series deflated by the GDP deflator).

In the following, we decompose overall
decoupling (OD) into different parts. De-
noting the change from the base year to
year t with ∆, we define OD as:

OD = ∆ln(prodONSPD )−∆ln(medwageLFSCPI )
(1)

All variables are on a per hour mea-
sure, with the subscript indicating the de-
flator (PD for producer/GDP deflator) and
the superscript indicating the data source
(i.e. LFS and ONS in our baseline analy-
sis). Labour productivity, prodONSPD , is de-
fined as real GDP (using the GDP deflator,
PD) divided by total worker hours (both
from ONS). Median wages, medwageONSCPI

are LFS employee median real wages (us-
ing CPI). We decompose overall decoupling
into five elements as shown in Exhibit 1.

In row (i), compONSPD is mean employee
compensation of employees and we have de-
fined “net decoupling” as the difference be-
tween productivity growth and this mea-
sure. In row (ii), meanwageONSPD are ONS
mean employee hourly wages, so this re-
flects the difference between compensation
and wages (“Non-Wage Compensation”).

In row (iii), meanwageLFSPD is LFS mean
employee hourly wages, so this difference
reflects any divergence between the ONS
and LFS mean wage series (“LFS/ONS di-
vergence”). In row (iv), medwageLFSPD is
LFS median employee hourly wages, so this
difference reflects the wedge between mean
and median wage growth (“Inequality”).
Finally, in row (v), medwageLFSCPI deflates
median hourly by the CPI deflator instead
of the producer price deflator, so this dif-
ference reflects a difference in the measures
of inflation (“Deflators”).

Decoupling Analysis

We start by looking at our two baseline
measures of decoupling, overall and net, be-
tween 1981 and 2019 in Chart 2.

The solid line shows the growth of labour
productivity.8 The line with triangle mark-
ers is employee compensation per hour also
deflated by the GDP deflator. The dashed
line is LFS median earnings deflated by the
CPI deflator. It is clear that labour produc-
tivity and hourly compensation have grown
at a similar rate over 1981 to 2019 as whole,
i.e. there has been no net decoupling (i.e.
row (i) of equation (1) is a trivial -0.1 per-
centage points). Both series grew by 82
per cent in the quarter century 1981-2007,
and both series have essentially stagnated
since the Financial Crisis that began with
the collapse of Northern Rock in 2007. In
this sense, Britain’s major economic prob-
lem over the last 14 years has been the dis-

8 It is important to note that our analysis applies to the UK economy as a whole which means that measurement
issues in the non-business sector may affect our results.

9 Interestingly, Williams (2021) makes a very similar argument for Canada. He shows that productivity and
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Chart 2: Overall and Net Decoupling in the UK, 1981-2019

Source: LFS, ONS, and OECD data (see Appendix for details).

Note: Values are shown as an index (1981=100). Labour productivity is total GDP divided by total hours
worked deflated by the GDP deflator. Employee compensation is divided by total employee hours and also
deflated by the GDP deflator. LFS median hourly earnings are deflated by the CPI deflator. We refer to the
difference between the growth rates of labour productivity and average compensation as “net decoupling”, and
the difference between labour productivity and LFS median earnings as “overall decoupling”.

mal record of productivity which grew by
a mere 0.21 per cent after 2007, compared
to 2.34 per cent in the pre-crisis period.9

Looking more closely, it is clear that
there has been net decoupling of produc-
tivity and employee compensation in cer-
tain sub-periods. Under the Thatcher-
Major Conservative governments through
1996, labour productivity did grow faster
than employee compensation, leading to
substantial net decoupling of about 16 per-
centage points. Under New Labour 1997-
2007, compensation grew much faster than
productivity, making up all the lost ground
in the earlier years. Since then, both series
have stagnated alongside each other.

The slow growth of UK productivity

has been extensively discussed without any
clear resolution of the causes.10 Some part
is due to a general slowdown in productiv-
ity across the globe (Bloom et al., 2020), es-
pecially after the financial crisis, although
the slowdown has been particularly severe
in the UK. Explanations include measure-
ment problems (Syverson, 2017), a period
of learning about new technologies like Ar-
tificial Intelligence (Brynjolfsson, Rock and
Syverson, 2021), the overhang of financial
market frictions (Besley et al., 2020), the
growth of firm market power (Philippon,
2019) and/or too much austerity, especially
in the years following the crisis which saw
large cuts in public investment (Bagaria,
Holland and Van Reenen, 2012).

average compensation have grown at similar rates since 2000, but very slowly.

10 See for example Blundell, Crawford, and Jin, 2014; Patterson et al., 2016; Goodridge, Haskel, and Wallis,
2018; Oulton, 2019; Valero and Van Reenen, 2019.
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Chart 3: Detailed Decoupling Analysis in the UK, 1981-2019
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Employee compensation per hour (GDP
deflator)
ONS mean hourly wage (GDP deflator)

LFS mean hourly earnings (GDP deflator)

LFS median hourly earnings (GDP deflator)
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Source: LFS, ONS, and OECD data (see Appendix for details).

Note: Values are shown as an index (1981=100). Labour productivity is total GDP divided by total hours
worked (GDP deflator). Employee compensation divided by total employee hours worked (GDP deflator). ONS
mean wage is employee total annual wages and salaries earned by total employee hours worked. This series and
LFS mean hourly earnings are deflated by the GDP deflator. For median hourly earnings, we provide one series
deflated with the GDP deflator and another deflated with the CPI.

Returning to Chart 2, we can also see
that there has been substantial overall de-
coupling. The increase of labour productiv-
ity was 87 per cent whereas median wages
rose by only 62 per cent, a difference of 25
percentage points. There have been two
periods of big divergence. The first was in
1990-1996 when median hourly wages stag-
nated (average annual growth of -0.12 per
cent), and productivity grew consistently
(by 2.52 per cent on average per annum).
The second was in 2007-2013 when labour
productivity stagnated (average annual in-
crease of 0.03 per cent), but median wages
actually fell (by -0.91 per cent on average
per annum).

Chart 3 extends the previous Chart to
present our detailed decoupling analysis.
In addition to the growth of labour produc-
tivity, employee compensation per hour,

and LFS median hourly earnings deflated
by the CPI deflator, it displays the growth
of ONS mean hourly wages, LFS mean
hourly earnings, and LFS median hourly
earnings (all deflated by the GDP deflator)
since 1981. This allows us to decompose
overall decoupling into different parts (fol-
lowing the methodology presented in Sec-
tion 2.2) and see where differences between
growth of labour productivity and median
earnings come from.

To simplify the story, Chart 4 has the
decomposition over the whole 1981-2019
period. The first bar shows the size of
overall decoupling (difference between the
growth of labour productivity and LFS me-
dian wages deflated by the CPI), which is
24.7 percentage points. The sum of all
other five bars on the right hand side equals
this overall decoupling. The biggest share
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Chart 4: Decoupling Decomposition in the UK (Cumulative Change Between 1981 and
2019, Percentage Points)
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“Deflators” is the difference between LFS median hourly earnings (GDP deflator) and LFS median hourly
earnings (CPI deflator); “Net decoupling” is the difference between GDP per hour and employee compensation
per hour.

in overall decoupling comes from inequal-
ity, contributing 14.4 percentage points to
the overall decoupling number. The second
biggest contribution comes from non-wage
compensation with 8.4 percentage points.
Therefore, between them, inequality and
non-wage compensation explain more than
90 per cent of decoupling.

There is a divergence between ONS and
LFS mean wages of 3.4 percentage points,
with the LFS earnings series lagging be-
hind the ONS wage series.11 Additionally,
the CPI has risen faster than the GDP de-
flator, resulting in a negative contribution
of 1.3 percentage points (offsetting parts of
the ONS and LFS divergence). This could

reflect increasing price-cost mark-ups (see
De Loecker, Obermeier, and Van Reenen,
2021). Putting all this together, net decou-
pling is essentially zero. As shown in Chart
2, average employee compensation has ac-
tually grown trivially faster than labour
productivity (0.1 percentage point).

Chart 5 illustrates how the contribution
of the different components to overall de-
coupling has changed over time. Each
stacked bar represents a selected year
within the period from 1981 until 2019.
The individual values within a bar sum up
to overall decoupling in that year (note that
the values in 2019 correspond to that in
Chart 4). We observe that the inequality

11 This seems to occur after 1997 (it was the opposite prior to this). One reason for this is that the LFS may
not be picking up some of the very high incomes that HMRC tax data finds, because vary rich individuals are
increasingly not participating in voluntary surveys (and due to top-coding in LFS, see Appendix A for details).
As we discuss in Appendix B, the divergence is the other way around in the ASHE data which probably better
reflects high wage individuals than LFS as it is mandatory.
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Chart 5: Decoupling Decomposition in the UK (1981 until 2019, differences in selected
years)

Source: Decomposition of the decoupling analysis in Chart 3 into its single components.

Note: Values shown are the percentage point differences between the growth rates from 1981 until different
subsequent years of selected series. Inequality refers to the difference between LFS mean hourly earnings (GDP
deflator) and LFS median hourly earnings (GDP deflator); Non-wage compensation to the difference between
employee compensation per hour (GDP deflator) and ONS mean hourly wage (GDP deflator); ONS/LFS
divergence to the difference between ONS mean hourly wage (GDP deflator) and LFS mean hourly earnings
(GDP deflator); Deflators to the difference between LFS median hourly earnings (GDP deflator) and LFS
median hourly earnings (CPI deflator); Net decoupling to the difference between GDP per hour (GDP deflator)
and employee compensation per hour (GDP deflator).

component has increased consistently with
overall decoupling over time. Strikingly,
non-wage benefits have not played a ma-
jor role until the beginning of the 2000s.
Whereas wages grew even faster than com-
pensation until the mid-1990s, compensa-
tion overtook wage growth in the beginning
of the 2000s. As discussed earlier, we also
observe major net decoupling until the mid-
1990s, and see it vanish afterwards. The
components reflecting the ONS/LFS diver-
gence and the deflator difference have also
changed over time. The overall growth of
LFS mean earnings has been higher than
that of ONS mean wages until the mid-
1990s. Since then, the overall growth of
ONS mean wages from 1981 onwards is
higher than the one of LFS mean wages,
reaching a difference of almost 10 percent-
age points in 2004. The overall growth of

the GDP deflator from 1981 onwards has
been higher than the growth of the CPI in
almost all years, with the difference being
almost 7 percentage points in 1989 and ap-
proximately zero in 2014.

Table 1 additionally shows average an-
nual growth rates of the series depicted in
Chart 3 for different time periods. It be-
comes clear that the main period of over-
all decoupling has been 1981-1996. Labour
productivity has grown by 2.38 per cent on
average per annum, whereas median LFS
wages deflated by the CPI deflator have
only grown by 1.51 per cent per annum on
average. In the 1996-2007 period, both pro-
ductivity and median wages have seen sim-
ilarly strong growth rates of almost 2.3 per
cent per annum. In the most recent 2007-
2019 period, both labour productivity and
median wages have almost stagnated.
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Table 1: Average Productivity and Pay Trends in the UK for Different Time Periods
(Average annual per cent change)

Labour Employee Mean Wages Mean Wages Median Wages Median Wages
Productivity Compensation ONS LFS LFS LFS CPI

1981-1996 2.38 1.61 1.72 1.96 1.24 1.51
1996-2007 2.28 3.38 3.00 2.03 2.23 2.25
2007-2019 0.21 0.19 0.02 0.48 0.45 0.17
1981-2019 1.67 1.67 1.55 1.51 1.27 1.30

Note: Shown are average annual growth rates (in percent) of the six different lines of Chart 3 for different time
periods (1981-1996, 1996- 2007, 2007-2019, and the overall 1981-2019 period). The first 5 columns use the GDP
deflator, the last column (Median wages LFS CPI) the CPI deflator.

In summary, we do not observe net de-
coupling of labour productivity and com-
pensation in the UK, standing in sharp
contrast to the US (Bivens and Mishel,
2015; Mishel and Bivens, 2021; Stans-
bury and Summers, 2018). However, there
has been substantial overall decoupling of
labour productivity and median wages over
1981-2019.12 Almost 60 per cent of this
divergence can be explained by inequality
(mean and median wage difference), and
most of the remaining difference by in-
creases in non-wage compensation.

Bell (2015) shows that 85 per cent of
the increase in total non-wage compensa-
tion between 2003 and 2013 comes from
increases in employers’ pension contribu-
tions. Firms increased these in the begin-
ning of the 2000s to compensate deficits
in defined pension systems. Notably, Adr-
jan and Bell (2018) find that while firms
increased pension contributions to close
deficit gaps in pension systems, they were
able to lower wages of employees to save
cost. This implies that employee compen-
sation was potentially only able to keep up
with the growth of labour productivity be-

cause of increasing employers’ pension con-
tributions. However, this increase has po-
tentially not fully benefited large parts of
current employees. With a large part of
these pension contributions being used to
cover deficits in defined pension systems, it
is likely that substantial amounts go to re-
tired employees or a rather small share of
current employees. This is why we will take
a closer look at the non-wage component in
compensation when calculating the labour
share of income in Section 3.

Extensions and Robustness Checks

We have conducted a large number of
robustness checks and extensions to the
analysis. We have relegated these to Ap-
pendix B and just summarize the main re-
sults here. First, we extend the analysis to
another decade looking at the trends 1972-
2019 instead of 1981-2019 as in our baseline
analysis. The data sources become less re-
liable as we go further back in time, but
the qualitative conclusion that large parts
of overall decoupling are driven by inequal-
ity and non- wage compensation remain the

12 An alternative way to measure decoupling would be to look at the difference between growth of labour produc-
tivity and median compensation. Unfortunately, there is no publicly available data tracking median compen-
sation over time in the UK (nor in the US or most other countries). Since non-wage compensation (especially
employers’ defined pension contributions) also tends to be very unequally distributed overall decoupling based
on median compensation may even be higher.
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same. The most notable difference is that
the non-wage compensation component is
much larger over this longer period and
we observe slight net decoupling. Second,
we switch from using LFS to using ASHE
as our main micro-data source to calcu-
late median wages. We note that the di-
vergence between the ONS and ASHE se-
ries is larger than with the LFS and in
the opposite direction. Third, we switch
from using GDP to Gross Value Added
(GVA). Fourth, we look at the sensitiv-
ity of the results to changing the ordering
of the decoupling analysis. Fifth, we use
data from the ONS’ latest GDP revision in
June 2021 which (implements double defla-
tion amongst other changes).13 Sixth, we
present a more detailed analysis of the dif-
ferences in price deflators. Finally, we look
more closely at the role of non-wage com-
pensation.

The bottom line from these extensions
is that although the precise magnitude of
the contributions to decoupling change, the
qualitative results are robust that (i) there
is little or no net decoupling of productiv-
ity from average employee compensation;
(ii) there has been significant overall de-
coupling between productivity and median
wages, and (iii) growing inequality is the
main factor and non-wage compensation
the second most important factor account-
ing for overall decoupling.

The Self-Employed
Section 2 showed that the UK has not

seen “net decoupling” between labour pro-

ductivity and average employee compensa-
tion over the last four decades. In this
respect, our analysis suggests stability of
the labour share of GDP. However, it is
very important to note that we so far
focused on employees only when consid-
ering trends in wages and compensation.
This is in line with many other compa-
rable decoupling analyses in the literature
(OECD, 2018; Whittaker, 2019). Never-
theless, since our productivity growth mea-
sure uses estimated hours worked and out-
put from all workers, including the self-
employed is potentially important. A crit-
icism of our decoupling analysis thus far is
not comparing like with like, as we have im-
plicitly assumed that productivity growth
for the employed is the same as it is for
the self-employed. There is no simple fix
for this issue, as accurately measured the
contribution of the self-employed to GDP
is very challenging (as well as accurately
measuring their income and hours worked).

The self-employed are a very hetero-
geneous group with major differences in
income characteristics and working pat-
terns (Datta, Giupponi, and Machin, 2019;
Cribb and Xu, 2020; Giupponi and Xu,
2020). In this section we first analyse dif-
ferences in income and job trends between
employees and the self-employed and then
trace out their impact on the aggregate
labour share and growth of average worker
compensation. We then analyse why self-
employed income has grown more slowly,
distinguishing between solo and non-solo
self- employed using micro-data from the

13 This series has not been produced for the pre-1998 period, so we prefer not to use this for our baseline analysis.
It essentially makes no difference to the results.
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Chart 6: Growth of Average Employee Compensation and Average Mixed Income in the
UK, 1981-2019)

Source: Data from ONS and OECD (see appendix for details).

Note: All values are shown as an index, with the base year 1981 equalling 100. Average compensation is
employee compensation divided by number of employees, and average mixed income is total mixed income
divided by the number of self-employed. Both series are deflated by the CPI. Mixed income is defined as “the
aggregate of a variety of flows of value and rewards accrued by unincorporated businesses owned by households,
namely sole proprietors. It contains an element of remuneration for work done by the owner or other members
of the household that cannot be disassociated from their profit as an entrepreneur. Mixed income excludes
imputed rentals from owner-occupied housing, as this is captured elsewhere in the national accounts.a

a https://www.ons.gov.uk/economy/nationalaccounts/uksectoraccounts/articles/nationalaccountsarticles/ are-
viewofhouseholdsmixedincomeestimatesandplansforupcomingimprovements, last accessed on 29 June 2021

Family Resources Survey (FRS).

Self-Employment, Aggregate Labour
Share and Average Worker Compen-
sation, 1981-2019

Trends in Compensation and Employment by
Worker Type

Chart 6 compares the growth of average
employee compensation and average self-
employed income from 1981 to 2019. Note
that this is similar to the compensation
measure we used in the previous section,

but for now, we switch from hourly mea-
sures to per worker measures. As the mea-
sure of self-employed income, we take av-
erage “mixed income” per self- employed
person. Mixed income is defined by the
ONS as “the aggregate of a variety of flows
of value and rewards accrued by unincor-
porated businesses owned by households,
namely sole proprietors” and is sourced
from the UK’s national accounts. Note
that this includes both labour and cap-
ital income of the self-employed and we
will examine below different ways to divide

14 See Smith et al. (2019) for an extensive discussion of differences between capital and labour income. For
example, the self-employed can decide what share of profits from their business to take as wages compared
to capital income such as dividends. This decision will usually be heavily influenced by tax incentives, which
makes it difficult to distinguish the “true” amount of labour compensation accruing to a self-employed person.

44 NUMBER 41, Fall 2021



Chart 7: Share of the Self-Employed in Total UK Employment, 1981-2019

Source: Data from ONS (see appendix for details).
Note: Note that the share of employees in a year equals 100 minus the share of self-employed.

mixed income into labour and capital com-
ponents.14

Chart 6 shows substantial differences be-
tween the growth of employee compensa-
tion and self-employed income over time.
Average compensation increased by about
80 per cent and average mixed income by
about 50 per cent (1.55 per cent versus 1.16
per cent average annual increase). This
amounts to a 30 percentage point difference
between the income growth rates of the two
groups. Thus, the average self-employed
person has done much worse than the aver-
age employee over this period. One caveat
is that self-employed average income is es-
timated by dividing mixed income (from
HMRC) by the number of the self-employed
(from the LFS). Using administrative data
and household survey data certainly cre-
ates potential measurement error, although
our hope is that this is reasonably stable
over time. In any case, it is unclear whether
correcting for this would lead to an im-
provement or a further deterioration in the
relative position of the self-employed.

There are two periods of big divergences.
First, average mixed income growth stag-

nated in the 1981-1989 period (average an-
nual increase of 0.37 per cent), whereas em-
ployee compensation grew by a substantial
2.37 per cent on average annually. Sec-
ond, between 2002 and 2007, employees’
compensation again grew much faster than
mixed income. Post financial crisis, all
groups suffered, with average mixed income
actually falling.

These results become even more impor-
tant when looking at the changing share of
the self- employed in total employment as
shown in Chart 7.

The self-employed share increased from
11.8 per cent in 1981 to 15.7 per cent in
2019. Interestingly, the periods in which
the share of self-employed has increased
(e.g. 1981 until early 1990s) coincide with
slow growth of self-employed income in
Chart 6, whereas periods that have seen
a decrease in the share of self-employed co-
incide with fast growth of self-employed in-
come (e.g. mid-1990s until early 2000s).
This suggests some selection forces – the
people entering self-employment may be
more marginal individuals, rather than tal-
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Chart 8: Labour Share of GDP in the UK, Estimated via Different Methods, 1981-2019

Source: Data from ONS (see Appendix for details).

Note: The solid line with circles (blue) shows compensation and adjusted mixed income (an estimate for
self-employed income that can be classified as labour income) over GDP. The dotted (yellow) line shows wages
and adjusted mixed income over GDP, i.e. it excludes non-wage benefits of employees (such as employers’
pension contributions, employers’ national insurance payments etc.). The red (dashed) line takes the value of
the blue series in 1981, and then applies a hypothetical growth rate for the years after. The hypothetical
growth rate stems from the decoupling analysis in section 2, and equals the growth of employee compensation
per hour over growth of GDP per hour. This is to approximate how the labour share could have evolved if all
workers (including self-employed) had experienced growth of income equal to that of employees

ented “entrepreneurs”.15

Together, Chart 6 and Chart 7 clearly
show that not only have the self-employed
performed much worse than employees
since 1981, but at the same time their share
in total employment has increased substan-
tially. Unemployed people often select into
self-employment if they are unable to find
jobs.

Impact of Self-Employment on the Aggre-
gate Labour Share

What does this mean for the UK’s labour
share of income? Chart 8 shows different
estimates of the labour share of GDP.

The blue line corresponds to the ONS’
headline measure.16 It uses employee com-
pensation and self-employed mixed income
that can be classified as labour income
(the latter being labelled “adjusted mixed

15 This is consistent with the modern empirical entrepreneurship literature, showing that most self-employed have
characteristics more similar to the unemployed than high wage employees. Levine and Rubinstein (2017),
for example, emphasise that it is important to distinguish between incorporated and unincorporated busi-
nesses. Incorporated businesses generally employ workers, whereas unincorporated businesses are the solo
self-employed. Unemployed people often select into self-employment if they are unable to find jobs.

16 The ONS uses GVA instead of GDP to calculate the labour share in official publications, e.g. Dunn, Heys
and Sidhu (2018). To be consistent with our previous analysis, we use GDP in this Section and repeat the
analysis with GVA in Appendix B as a robustness check. Additionally, we show the labour share series using
net domestic product (NDP), defined as GDP less capital depreciation.
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income”) in the numerator and GDP in
the denominator. Following national ac-
counting conventions, call CoEt = em-
ployee compensation in year t, MIt = self-
employed mixed income, and the share of
mixed income attributed to labour income
αt . Then, the labour share (the blue line
in Chart 8) in year t, Lst, is:

LSt = (CoEt + (αt ·MIt))
GDPt

(2)

where
αt = CoEt

(CoEt +GOSt)
(3)

with GOSt being the gross operating
surplus of corporations. This assumption
follows international practice and assumes
that in relative terms, the returns to capi-
tal and labour of the self-employed are the
same as those in the corporate sector. 17

An alternative would be to use the values
the self-employed declare as labour income
to the tax authorities, but this is likely to
be biased as it is heavily influenced by the
taxation of the self-employed.

Looking at the “ONS official” labour
share (blue line) in Chart 8, we observe a
fall of about 2 percentage points between
1981 and 2019 from 56.2 per cent to 54.2
per cent. To examine the extent to which
the slow growth of self-employed income
contributes to this fall, we construct a hy-

pothetical labour share measure (see Ap-
pendix C for details). The red line shows
how the labour share would have evolved
if self-employed labour income had grown
at the same rate as employee compensa-
tion per hour.18 Here, we observe no fall of
the hypothetical labour share from 1981 to
2019 (a minimal increase of 0.04 percentage
points) as in the net decoupling analysis in
section 2. This shows that trends in self-
employment were - in an accounting sense
- solely responsible for the decline of the
labour share over this period.19

Next, consider the role of non-wage
compensation. The yellow line shows a
labour share measure incorporating ad-
justed mixed income, but just using ONS
wages and salaries (thus excluding employ-
ers’ social contributions). One reason for
doing this is that much of non-wage com-
pensation is refinancing of company pen-
sion schemes for already retired employ-
ees. On this measure, as discussed earlier
in this articles, we observe a more substan-
tial fall in the labour share of 3.5 percent-
age points.20 We are not arguing that this
is the sole “correct” number for the labour
share, but rather to highlight the quantita-
tive importance of different assumptions.

As before, we are using adjusted mixed
income following Dunn, Heys and Sidhu

17 Dunn, Heys and Sidhu (2018) have an extensive discussion of this in the UK context.

18 When constructing this hypothetical measure, it is important to bear in mind that the share of self-employed
in total employment has increased over time. It is not sufficient to multiply the growth of aggregate employee
compensation with aggregate mixed income in the base year. This would ignore that the share of self-employed
has increased and would lead to an underestimation of the potential labour share.

19 Note that we are using 1981-2019 and this will not be true for all sub-periods or earlier years as discussed
above.

20 Note that this assumes no change in the self-employed’ share of nonwage compensation. If we assume this
grew at the same rate as employees, this would cause the labour share to be another 0.3 percentage points
lower (i.e. a 3.8 percentage point fall).
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Chart 9: Weighted Average Worker Income, 1981-2019
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Source: Data from ONS and OECD (see appendix for details).

Note All values are shown as an index, with the base year 1981 equalling 100. The dashed (blue) line,
weighted average income, is average compensation plus average adjusted mixed income, weighted by the share
of employees and self-employed respectively. It can be interpreted as the income of the average worker.

(2018) to obtain the labour component of
mixed income.21 Average employee com-
pensation Y E

t (solid line with square mark-
ers) has grown by 80 per cent much faster
than average self- employed compensation
Y M
t (solid line with triangle markers) at

44 per cent generating a 36 percentage
point difference. The weighted average
worker compensation, Yc (dashed line), has
grown by 73 per cent. The slower growth
of self-employed income drags the aver-
age worker compensation line below the
employee compensation line, but not by
a large amount because the self-employed
only make up a relatively small part of the
total workforce (15.7 per cent in 2019, as

shown in Chart 7).
Comparing columns (ii) and (iii) in Ta-

ble 2, we see that employee compensation
is substantially higher than that of the self-
employed. In absolute terms, the difference
between employee vs. self-employed com-
pensation increases from £8,001 in 1981 (a
58 per cent employee premium) to £19,234
in 2019 (a 97 per cent premium, see col-
umn (iv)).22 Given the fact that the self-
employed earn less than the employed on
average, some of the slower growth in av-
erage worker compensation comes simply
from the compositional shift towards the
self-employed.

21 Let SEt be the share of workers who are employees and SMt = (1 − SEt ) be the share of workers who are on
mixed income (self-employed). Then, Yc is the average income per worker, with Yc= SE*Y Et + SM*YMt

22 Part of this difference is explained by the increase employers’ non-wage compensation. We analyse this in
Appendix C that shows that the difference in growth rates is still evident if we exclude employers’ social
contributions
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The Role of the Solo Self-employed,
1997-2019

What has caused the slow growth of self-
employed income? An important distinc-
tion is between people who do not employ
any workers – the “solo self-employed” and
people who employ workers – “employer
firms” (Cribb and Xu, 2020). In what
follows, we call these two groups solo SE
and non-solo SE. The distinction is close to
that in the entrepreneurship literature be-
tween incorporated and non-incorporated
self-employed.23

The ONS and LFS data that we used
in the previous section do not allow us
to distinguish clearly between solo SE and
non-solo SE outcomes. The LFS only
provides the numbers of self-employed in
total employment, but no self-employed
income data. To tackle this we there-
fore turn to the Family Resources Survey
(FRS). The FRS is an annual household
survey that covers information such as in-
come, wages, savings, investment, and self-
employment.24 It was first conducted in
1993/1994 and in the last year available to
us (2019/2020), about 19,000 households
were interviewed.25 Since this is a much
smaller sample size (especially for the self-
employed with less than 3,000 respondents
in 2019) than the LFS, ASHE or ONS data,
we use three-year moving averages to re-

duce sampling variation.26 In addition,
since the data are known to be less reli-
able in the earlier years, we present results
from 1997/1998 (labelled “1997”) through
2019/2020 (labelled “2019”). Chart 6
showed that the largest sustained diver-
gence between employed and self-employed
was from 2001 onwards, so it makes sense
to focus on this sample period.

As noted above, there are many caveats
with self-employed data. First, total in-
come may well be under-reported for tax
purposes and although FRS is anonymous
and individuals cannot be identified for tax
purposes (and respondents are told this),
this could still be an issue. In particular, if
underreporting has increased over time (al-
though it is unclear why this should be the
case) this might help explain slower growth
in income trends. Second, hours data are
particularly hard to verify. For the em-
ployed, hours reporting can be from the
employer payroll (e.g. ASHE) or from the
worker (e.g. LFS) so the aggregate num-
bers can be cross-checked. But since there
is no administrative series for the hours of
the self-employed we have to rely on house-
hold surveys. Of course, in the FRS every-
thing is self-reported, but the self-employed
may find it more difficult to accurately
judge their working hours. Third, busi-
ness owners may be taking less income as
compensation and more as “Gross Oper-

23 A similar distinction is sole traders vs. non-sole traders (e.g. Cribb, Miller, and Pope, 2019). Both coincide
in the FRS we will use. For more information about different types of self-employed in the UK, see Blundell
(2019).

24 https://www.gov.uk/government/collections/family-resources-survey–2, last accessed on 12 June 2021

25 https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachmentdata/file/874507/family−
resources− survey − 2018 − 19.pdf, lastaccessedon12June2021

26 A presentation of the corresponding unadjusted data can be found in Appendix C.
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Chart 10: Average Weekly Hours Worked, Weekly, and Hourly Income by order type,
1997-2019

Panel A: Mean Real Weekly Income (2018£)

Panel B: Average Weekly Hours Worked

Panel C: Mean Real Hourly Income

Source: Data from FRS (see Appendix for details).
Note: The number at the end of each line is the growth rate 1997-2019. Panel A: Employee income is gross
wages or salaries as shown on their payslip. Income of self-employed is defined as “the total amount of income
received from self-employment GROSS of tax and national insurance payments, based on profits where
individual considers themselves as running a business, on estimated earnings/drawings otherwise”. All data are
shown as three year moving averages (except 1997 and 2019, where we use a two- year average). Panel B:
Average usual hours worked by a worker on all jobs held excluding unpaid overtime. Panel C: Hourly income
divides income (Panel A) over hours (Panel B). All data are shown as three year moving averages (except 1997
and 2019, where we use a two-year average). Income is deflated by the CPI (same CPI deflator as in the
decoupling analysis).
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Table 2: Share of Self-Employed in Total Employment and Income Statistics in Levels
for selected years

Share of self-employed Compensation per Adjusted mixed income Income premium of Average income per
in total employment, % employee (CPI), £ per self-employed (CPI), £ being an employee, % worker (CPI), £

1981 11.8 21,750 13,750 58.2 20,806
1997 14.3 29,235 15,401 89.8 27,262
2001 12.7 33,440 20,967 59.5 31,853
2019 15.7 39,065 19,831 97.0 36,047

Source: Data from ONS and OECD (see appendix for details).
Note: Average income per worker (column (v)) is calculated as the average of employee compensation (column
(ii)) and adjusted mixed income (column (iii)), weighted by the shares in total employment of the respective
groups (column (i)). Column (iv) has the income premium of being an employee compared with the average
self-employed person (mark-up of column (ii) over column (iii)).

Chart 11: Share of Solo Self-employed in Total Self-Employment, 1997-2019
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Source: Data from LFS (see appendix for details).

Note: Shown is the share of solo SE in total self-employment from 1997 until 2019. The yearly value is
calculated as the average of the four quarters in a year. A corresponding graph with FRS data can be found in
the Appendix.

ating Surplus” (Smith et al., 2021). This
is why we have focused on all business in-
come (mixed income) for the self-employed
so it includes both dividend income and
salary. Although these are all concerns, it is
not obvious why these measurement issues
should have changed over time in such a
way to generate the patterns in the data.27

Chart 10 shows the FRS information
split into three panels. Each panel shows
the changes for three workers groups: (i)
employees, (ii) solo SE and (iii) non-solo SE
for weekly income (Panel A), hours (Panel
B) and hourly income (Panel C). In Panel
A, and as noted above, employee income
has grown by about 25 per cent (from £470

27 In the Appendix we compare trends using the FRS with ONS administrative data. The broad trends are
comparable. Employee income growth is nearly identical. Self-employed income has grown more slowly in the
FRS than in ONS, however. It is unclear whether this is a problem with the ONS or the FRS, but this caveat
should be borne in mind. In what follows, all our comparisons are within the FRS data.
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to £590). By contrast, the solo SE have
only seen a growth of 12 per cent (£385
to £431) and the non-solo SE of 19 per
cent (£798 to £952). Note that most of
the growth in weekly income for both self-
employed groups occurred pre-2002, consis-
tent with ONS numbers in Chart 6. In
terms of income levels, the non-solo SE
earn by far the most compared to the other
groups. The income of employees is above
the solo SE, a gap that grew consider-
ably during and after the financial crisis.
In 2019 employees earn about 37 per cent
(£160) more than the solo SE per week.

Panel B of Chart 10 shows that in 1997,
employees worked the least - about 37
hours per week compared to the solo SE on
42.5 hours and the “Stakhanovite” non-solo
SE an enormous 53 hours a week. Whereas
there has been little change in hours worked
for the employed, there has been a substan-
tial fall for the self-employed, from 42.5 to
36 hours per week (-15 per cent) for solo
SE and from 53 to 42 hours per week (-21
per cent) for the non-solo SE. Today, the
solo SE now work about the same number
of hours per week as employees.28

Panel C of Chart 10 shows that in per-
centage terms, employees and solo SE have
seen comparable growth in hourly income
of about 19 per cent (albeit from different
bases: £11 for solo SE vs. £13 for the em-
ployed). Strikingly, non-solo SE have seen

by far the highest growth in hourly income
of around 37 per cent.

Chart 11 shows that the share of solo
SE in total self-employment has increased
by more than 12 percentage points over
time, from 73 per cent in 1997 to 85 per
cent in 2019 (with most of the increase
post-2001). Since the solo SE have much
lower hourly incomes than the non-solo
SE (Panel A of Chart 10), this fundamen-
tally explains most of the slower growth of
the self-employed income compared to em-
ployee income.29

Summary on the Slower Income
Growth of the Self-Employed

We summarize our analysis of self-
employment in Table 3 based on trends in
FRS data. The first three rows show that
employee income grew 23.4 (25.5 – 2.1) per-
centage points more than the self-employed
income from 1997 to 2019.

The poor performance of the self-
employed may seem surprising as weekly
income growth of solo SE was 12 per cent
(Row 3) and for non-solo SE was 19 per
cent (Row 4). This averages out to a mere
2.1 per cent (Row 5) growth for the SE as
a whole through two mechanisms. First,
solo SE income is substantially less than
non-solo SE income (e.g. in 2019 solo SE
earned less than half that of the non-solo

28 Chart 10 shows average hours worked and average income from all jobs that a person has. A person is classified
as an employee or self-employed if she works the majority of hours in that job. The fraction of people who
perform both employee and self-employee jobs is very small and has not changed much over time (0.95 per
cent of all workers in 1997 and 1.02 per cent in 2019). The analysis looks almost identical if we only consider
hours and income from the main job type. Corresponding graphs can be found in the Appendix.

29 Note that the data come from LFS, not FRS. We decided to use LFS data to calculate the solo share in total
self-employment because of the LFS’ larger sample size. We suspect that the LFS estimates should be more
accurate. The corresponding charts and results of our analysis with FRS data can be found in the Appendix.
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SE: £952 vs. £431 a week). Second, the
share of Solo SE in total SE has increased
by 12 percentage points as show in Chart
11. If we fixed the fraction of solo-SE at its
1997 level, average SE income would have
grown by 15.2 per cent instead of 2.1 per
cent and the income growth gap with the
employed would fall from 23.4 to 10.3 per-
centage points. In this sense, the rise of
the solo SE explains over half of the slower
income growth of the self- employed com-
pared to employees.

A second issue is different trends in
hours worked. Although the weekly in-
come change between employed and self-
employed was 23.4 percentage points, rows
(4)-(6) of Table 2 show that the hourly
income difference was only 3.1 percentage
points (18.7 per cent for employed – 15.6
per cent for SE). This implies that in hourly
terms, the self-employed have not done so
badly. 87 per cent ((23.4 - 3.1)/23.4) of the
difference in income was due to the big fall
in hours worked by the SE. Part of this is
related to the compositional shift towards
the solo SE who work less hours than non-
solo SE, and part of this is the reduction
of hours for both types of self-employment
(Panel B in Chart 10).

Should this make us more relaxed about
the position of the self-employed? It de-
pends whether we think the reduction in
hours worked by the self-employed was a
voluntary shift to more leisure, or whether
it is because the self-employed have been
constrained to work fewer hours than they

want due to lack of demand. As we will
discuss below, it is likely that the solo SE
are being constrained to work fewer hours
than they would like, so some of the lower
hours may be a form of disguised under-
employment.30

In summary, the declining relative posi-
tion of the average self-employed worker’s
weekly income can be explained by these
two factors. The majority of the difference
is a compositional shift due to the rise in
the solo SE. Just about all of the resid-
ual difference is explained by the rapidly
falling hours worked of the self-employed.
Of course, this is just statistical account-
ing. We now turn to what forces could
more fundamentally explain the changing
patterns we observe.

Decoupling analysis with self-
employed income

The decoupling analysis in section 2
excluded income from the self-employed.
This is because estimating the share of
labour compensation of the self-employed
in mixed income is a difficult task (as dis-
cussed above). Bearing this caveat in mind,
we now combine results from sections 2 and
3 to include self-employed income in the de-
coupling analysis. this is reflected by thef
black line in Chart 12: it shows average
employee and self-employed compensation
(the latter being the fraction of mixed in-
come that goes to labour estimated via ap-
proach by Dunn, Heys and Sidhu, 2018) per

30 For a general overview of under-employment in the UK, see the
ONS’ under- and overemployment statistics (sourced from the LFS): url-
https://www.ons.gov.uk/employmentandlabourmarket/peopleinwork/employmentandemployeetypes/datasets/un
deremploymentandoveremploymentemp16 (last accessed on 21 October 2021).
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Table 3: Weekly and Hourly Income by Worker Type, 1997-2019 (per cent change)

Growth of weekly Growth of hourly
income (%) income (%)

(1) Employees 25.5 (5) Employees 18.7
(2) Average SE 2.1 (6) Average SE 15.6
(1) - (2) Difference 23.4 (5) - (6) Difference 3.1

(3) Solo SE 12.0 (7) Solo SE 19.0
(4) Non-solo SE 19.3 (8) Non-solo SE 37.3
(3) - (4) Difference -7.4 (7) - (8) Difference -18.3

Source: Data from FRS (see appendix for details).
Note: Shown are growth rates of weekly and hourly income for employees and the average self- employed
person (calculated as a weighted average income growth of solo and non-solo self-employed (SE) using their
respective shares in employment as weights), growth rates for solo and non-solo SE, and respective differences
in percentage points. Growth rates are calculated from two-year averages.

Chart 12: Decoupling Analysis with Self-Employed Income, 1981-2019

Source: Data from ONS (see appendix for details).

Note: Employee and self-employed (SE) compensation per hour is employee compensation plus mixed income
that can be accrued to labour income (estimated via Dunn, Heys and Sidhu, 2018) divided by total hours
worked in the economy. All series are deflated with the GDP deflator.

hour worked. Note that this is a per-hour
average, so this differs from the per-worker
averages we used elsewhere in this section.

Whereas both labour productivity and
average employee compensation have
grown by about 87 per cent between
1981 and 2019, average employee and self-
employed compensation has only grown by
80 per cent. If we re-define net decoupling
as the difference between labour produc-
tivity and the average employee and self-
employed compensation, we obtain net de-
coupling of about seven percentage points.

Thus, in an accounting sense, net decou-
pling for overall workers is entirely driven
by the slower growth of self-employed com-
pensation compared with employee com-
pensation.

Decoupling Mechanisms
Many of the phenomenon discussed in

this article are the subject of vast litera-
tures. Increased inequality has been found
to be the main reason for overall decoupling
between productivity and median wages.
The causes of increasing wage disparities
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Chart 13: Share of Self-Employed in Total Employment for Selected OECD Countries,
2000-2019
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Source: Data from OECD.
Note: Shown are the shares of self-employed in total employment for Canada, Germany, France, Italy, the UK,
and the US between 2000 and 2019. The series of France starts in 2003 due to limited data availability.

has been a major topic of economic research
in recent decades. Technical change is one
major factor (Van Reenen, 2011; Michaels,
Natraj and Van Reenen, 2014) which has
pushed demand ahead of the supply of
skills. Trade may also play a role in re-
duced demand for the less skilled workers
(Autor, 2019). Labour market institutions
such as the decline of union power is an-
other major factor (Machin, 2016). The
fall of the labour share has also been the
subject of a quickly growing literature in
the last decade (e.g. Autor et al., 2020;
De Loecker, Obermeier and Van Reenen,
2021). Our finding that there has been
some fall even in the UK puts it more in

line with other countries.

Explaining the Growth of the Self-
Employed in the UK

Much less is known about the causes
of the changes in the trends for the self-
employed. Chart 13 shows trends in self-
employment rates for selected OECD coun-
tries between 2000 and 2019. Interest-
ingly, the large increase in the share of
self-employed seems unique to the UK. In
Canada, Germany, Italy, and the US, self-
employed shares have fallen since 2000.
France has seen a slight increase in the
share of self-employed, but not as much and
as consistently as the UK. The fraction of
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solo SE in total self-employment does seem
to be increasing across most countries, al-
though it does seem particularly high in the
UK (Boeri et al., 2020).

Chart 13 suggests that some UK-specific
factors must help explain the increase in
self-employment. One factor could be
changes in taxation. Evidence by Parker
and Robson (2004), Smith et al. (2021),
and Garin, Jackson, and Koustas (2021)
suggests that tax incentives have a ma-
jor impact on various decisions of the self-
employed. The increased tax burden on
employees and employers since the mid-
1990s could have been a reason for the
increase in self-employment. For exam-
ple, employers’ National Insurance contri-
butions were increased substantially in the
2000s.31 Adam and Miller (2021) argue
that in the UK, lower tax rates for self-
employed compared with employees (es-
pecially through lower national insurance
contributions) incentivise people to become
self-employed.32

A second reason could be related to
self-employment as an alternative to un-
employment. Giupponi and Xu (2020)
call solo self-employment a “fall-back op-
tion” for many people and argue that the
rise in solo self-employment puts down-
ward pressure on employee wages. UK
welfare benefits have become less gener-
ous in real terms since 1981 and the strict-

ness of receiving working age benefits such
as Job Seekers’ Allowance and disability
benefits has toughened (e.g. Blundell et
al., 2004; Koenig et al., 2019). This may
have pushed more non-workers into self-
employment, helping deliver the very high
employment rates in the UK, even after the
Great Recession. Giupponi and Xu (2020)
show that solo SE are the group with the
highest share of people wishing to work
more hours, suggesting that this group is
“underemployed”.33 Additionally, Henley
(2021) shows that becoming self-employed
in the UK is positively associated with per-
forming bad quality jobs (e.g. long hours,
low pay, temporary contract) in prior years.

A third factor could be related to regula-
tion. On the one hand, there has been in-
creased regulation of labour contracts often
related to EU rules, which could have re-
duced demand in the formal sector relative
to the self-employed. The UK has a rel-
atively liberal labour market compared to
other European countries, a large outsourc-
ing industry and thriving “gig economy”
with flexible work arrangements. These
push-and-pull factors may have helped the
growth of self-employment.

It is important to note though that the
gig economy only makes up a small share
of self- employed workers (e.g. Boeri et al.,
2020 estimate that gig workers only make
up 7 per cent of total UK self-employment).

31 The increase amounted to 36 per cent between 2002 and 2006.

32 They look at the example of a person on gross earnings of £40,000. According to their calculations, the tax
of such an employee is £3,300 higher than that of a self-employed person on an equivalent amount. Large
parts of the divergence arise due to differences in national insurance (NI) contributions. Including employers’
contributions, employees made substantially higher NI contributions.

33 Among non-solo SE, a substantial share (about 17 per cent) wish to work less hours for less pay. Thus, the
substantial decrease in average hours worked by both self-employed groups could be in the interest of many
non- solo self-employed, but not that much for solo self-employed.
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With rising demand for food and gro-
cery delivery services as well as transport
providers like Uber, we expect the impor-
tance of the gig economy to rise in the fu-
ture though.

Overall, rather little is known or under-
stood for the pattern of employment and
income trends of the self-employed and why
they are so different in the UK. We see this
as an important avenue for future research.

Conclusions

We have analysed the “decoupling” of
aggregate productivity and pay growth in
the UK between 1981 and 2019. Real
GDP per hour rose by 87 per cent over
this period and employee hourly compensa-
tion increased by almost exactly the same
amount. Consequently, there was no “net
decoupling” in the UK, a result that stands
in stark contrast to the US where aver-
age compensation grew much more slowly
than productivity (see Chart 1, Bivens and
Mishel, 2015; Mishel and Bivens, 2021;
Stansbury and Summers, 2018).

This abstracts from two important fac-
tors. First, median employee wages have
grown much more slowly than productiv-
ity, so in this sense there has been an over-
all decoupling. About 60 per cent of this
decoupling is due to the growth of wage in-
equality and about 30 per cent is due to an
increase in the share of non-wage benefits
(in particular employer pension contribu-
tions) in overall compensation.

The second important factor is the big
divergence in the fortunes of employees
compared to the self-employed. Income
growth of the self-employed has been sub-
stantially lower than that of employees.

Using micro-data from the Family Re-
sources Survey over the last two decades,
our analysis suggested that the growth of
the solo self-employed has been a major
factor. The solo self-employed earn sub-
stantially less on average than non-solo self-
employed and their hourly income growth
has been slower. Since their share in total
self-employment increased by 12 percent-
age points, this compositional shift drags
down self-employed income growth. A sec-
ond factor is the sharp reduction in aver-
age hours worked by both solo and non-
solo self-employed. Some of this may be
a welcome choice to take more leisure, but
there is also evidence that many solo self-
employed would like to work more hours,
so it is a less welcome sign of under-
employment.

Since the fraction of workers who are
self-employed has risen by about six per-
centage points over the last four decades
this has macro-economic consequences. If
the compensation of the self-employed had
grown at the same rates as that of employ-
ees, there would be no fall in the labour
share of GDP. Including the estimated
labour compensation of the self-employed
and dropping non-wage compensation (as a
big fraction of this is going to re-finance the
pensions of already retired workers) implies
a reduction in the labour share in GDP
by 3.5 percentage points between 1981 and
2019. The UK may be less dissimilar to
other countries like the US than it would
initially seem.

Stepping back, the most striking feature
of the UK economy is the dismal produc-
tivity performance since the Global Finan-
cial Crisis. Productivity has stagnated and
worker pay has followed suit. Returning
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to sustainable income growth requires gen-
erating much better productivity growth
(Van Reenen, 2021).
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The Productivity-Median
Compensation Gap in the United
States: The Contribution of
Increased Wage Inequality and
the Role of Policy Choices

Lawrence Mishel and Josh Bivens1

Economic Policy Institute

Abstract

This article offers a narrative and supporting evidence on mechanisms that suppressed

wage growth and generated a divergence of 43 percentage points (1.05 points per year) be-

tween net productivity and median hourly compensation growth between 1979 and 2017 in

the United States. These dynamics reflect the strengthening of employers’ power relative to

white-collar and blue-collar workers. We offer empirical assessments of the impact of par-

ticular factors on wage growth and wage inequality. The three factors with the largest and

best measurement impacts, i.e., excessive unemployment, eroded collective bargaining, and

corporate-driven globalization — explain 55 per cent of the divergence. Other factors —

a diminished overtime salary threshold, employee misclassification, employer-imposed non-

compete agreements, and corporate fissuring-subcontracting and major-buyer dominance

— explain another 20 per cent. Together, these policy-related factors can account for three-

fourths of the 1979-2017 divergence between productivity and median hourly compensation

growth.

Inequalities abound in the U.S. economy.
A central driver of these inequalities in re-
cent decades has been the widening gap be-

tween the hourly compensation of a typ-
ical (median) worker and labour produc-
tivity—the income generated per hour of

1 Lawrence Mishel is Distinguished Fellow at the Economic Policy Institue (EPI) and served as EPI President
from 2002 to 2017. Josh Bivens is Director of Research at the Economic Policy Institute. This article is
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Appelbaum, Danny Blanchflower, David Cooper, Daniel Costa, Nick Hanauer, Thea Lee, Thomas Lemieux,
Mike Lipsitz, Celine McNicholas, Suresh Naidu, Heidi Shierholz, John Schmitt, Andrew Sharpe, Anna Stans-
bury, Evan Starr, Marshall Steinbaum, David Weil, Nathan Wilmers, and Ben Zipperer. We also thank three
anonymous referees for their comments. Melat Kassa provided essential, excellent research assistance. We
also are appreciative of the funding of the Economic Policy Institute’s Unequal Bargaining Power initiative
by the Nick and Leslie Hanauer Foundation, the William Flora Hewlett Foundation, and the Bernard and
Anne Spitzer Charitable Trust.
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work. This growing divergence has been
driven by two other widening gaps, that
between the compensation received by the
vast majority of workers and those at the
top of the wage distribution, and that be-
tween labour’s and capital’s share of in-
come. This article presents an updated
account of the United States productivity-
pay divergence (Mishel and Gee 2012)
and evidence that the divorce between
the growth of median compensation and
productivity has been generated primar-
ily through intentional policy decisions de-
signed to suppress typical workers’ wage
growth, namely the failure to improve and
update existing policies, and the failure to
thwart new corporate practices and struc-
tures aimed at wage suppression. Inequal-
ity will stop rising, and paychecks for typ-
ical workers will start increasing robustly
in line with productivity, only when we en-
force labour standards and embrace poli-
cies that reestablish individual and collec-
tive bargaining power for workers.

Between 1979 and 2017, the compensa-
tion of median workers trailed economy-
wide (net) productivity growth by roughly
43 percentage points, or 1.05 percentage
points per year. The effects have been
felt broadly: During this time 90 per
cent of U.S. workers experienced wage
growth slower than the economy-wide av-
erage (0.99 per cent), while workers at the
top (mostly highly credentialed profession-

als and corporate managers) and owners of
capital reaped large rewards made possible
only by this anemic wage growth for the
bottom 90 per cent.

Sluggish median wage growth is not a
political secret; it has been widely recog-
nized across the political spectrum, even
cited by both the Republican and Demo-
cratic Party platforms in 2016.2 The
root causes of the trend have frequently
been misidentified, however. One promi-
nent interpretation is that disappointing
wage growth is an unfortunate result of
apolitical market forces that one neither
can nor would want to alter. Since
labour markets are generally competitive
and workers and employers have roughly
balanced degrees of market power, this
argument assumes, fundamental apolitical
forces like technological change and au-
tomation, as well as globalization, have me-
chanically shifted demand away from non-
college-educated and middle-wage work-
ers. But the premier research cited
in support of a competitive market-
based explanation — predominantly fo-
cused on automation/technological change
since the impact of globalization is fre-
quently (though wrongly) considered to be
minimal— has itself actually offered empir-
ical metrics that demonstrate that automa-
tion/technological change fails to explain
wage trends and wage inequality, especially
in the period since 1995 (Mishel and Bivens

2 The Republican Party platform reads: “Our economy has become unnecessarily weak with stag-
nant wages. People living paycheck to paycheck are struggling, sacrificing, and suffering.” The
Democratic platform reads: “But too many Americans have been left out and left behind.
They are working longer hours with less security. Wages have barely budged and the racial
wealth gap remains wide, while the cost of everything from childcare to a college education has
continued to rise.”See https://www.presidency.ucsb.edu/documents/2016-republican-party-platform, and
https://www.presidency.ucsb.edu/documents/2016-democratic-party-platform
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2021b).
We need to look further for more con-

vincing empirical explanations of why, dur-
ing a period of rising productivity, hourly
compensation for the bottom 90 per cent
of all workers has risen so slowly in spite of
overall income growth. Doing so requires
explaining the key dynamics. The grow-
ing wedge between rising productivity and
compensation growth for the typical worker
financed the increased share of compensa-
tion going to top earners, especially those
in the top 1 per cent and 0.1 per cent,
along with a declining share of income go-
ing to labour. In addition, over the last four
decades there has been a persistent dispar-
ity in the growth of earnings between those
in the 90–99 per cent range and those in the
middle. Further, wage disparities by gen-
der, race, and ethnicity from the late 1970s,
reflecting institutionalized gender and race
discrimination, remain with us and have
sometimes even worsened. Any accounting
of where we are and what policies we need
must address these issues.

This article offers a narrative and sup-
porting evidence on the mechanisms that
have suppressed wage growth since the late
1970s. We refer in this analysis to wage
suppression rather than wage stagnation
because it was an actively sought outcome
— engineered by policymakers who invited
and enabled capital owners and business
managers to assault the leverage and bar-
gaining power of typical workers, with the
inevitable result that those at the top claim
a larger share of income.

Six factors can collectively explain most
of the growth of wage inequality and the
erosion of labour’s share that resulted in
wage suppression over the last four decades

(specifically 1979–2017):
• Austerity macroeconomics, includ-

ing facilitating unemployment higher
than it needed to be to keep inflation
in check, and responding to recessions
with insufficient force;

• Corporate-driven globalization, re-
sulting from policy choices, largely at
the behest of multinational corpora-
tions, that undercut wages and job se-
curity of non-college-educated work-
ers while protecting profits and the
pay of business managers and profes-
sionals;

• Purposely eroded collective bargain-
ing, resulting from judicial decisions,
and policy choices that invited ever
more aggressive anti-union business
practices;

• Weaker labour standards, including
a declining minimum wage, eroded
overtime protections, nonenforcement
against instances of “wage theft,” or
discrimination based on gender, race,
and/or ethnicity;

• New employer-imposed contract
terms, such as agreements not to com-
pete after leaving employment and to
submit to forced private and individ-
ualized arbitration of grievances; and

• Shifts in corporate structures, result-
ing from fissuring (or domestic out-
sourcing), industry deregulation, pri-
vatization, buyer dominance affecting
entire supply chains, and increases in
the concentration of employers.

Concretely, our analysis attempts to ac-
count for the 43 percentage point (1.05
points per year) divergence between the
growth of labour productivity (net of de-
preciation) and median hourly compensa-
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tion (wage and benefit) growth between
1979 and 2017. This wedge excludes any
impact of the differing measures of prices
used to inflation-adjust productivity and
compensation growth. Had median hourly
compensation grown with net productivity
it would have increased from $20.48 in 1979
to $33.10 in 2017 (2019$). In fact, median
hourly compensation was $23.15 in 2017,
a $9.95 shortfall from the net productivity
benchmark.

We estimate that the first three fac-
tors—the impacts that are largest and
best measured, i.e., excessive unemploy-
ment, eroded collective bargaining, and
corporate-driven globalization—explain 55
per cent of the divergence between
growth in productivity and median hourly
compensation, and specific other fac-
tors included above a diminished over-
time salary threshold, employee mis-
classification, employer-imposed noncom-
pete agreements, and corporate fissuring-
subcontracting and major-buyer domi-
nance—explain another 20 per cent. To-
gether, the factors 3 for which we have
been able to assess their impact on the me-
dian wage can account for three-fourths of
the divergence between productivity and
median hourly compensation growth from
1979 to 2017.4

This article’s analysis complements and

points in the same direction as other re-
cent research that has focused attention
on worker power. For instance, Stansbury
and Summers (2020) also argue that re-
duced worker power explains sluggish wage
growth and a declining labour share of in-
come. New empirical examinations of em-
ployer monopsony power have identified a
growing (at least since the late 1990s) and
pervasive employer ability to mark down
wages from 20 per cent to 50 per cent and
to exert more power over low-wage work-
ers than others. This new monopsony lit-
erature provides a top-down empirical ap-
proach, estimating the aggregate potential
employer power to suppress wages and then
examining the contributing role of coun-
tervailing forces like unionization, high-
pressure labour markets, and high values
of minimum wages in explaining an aggre-
gate net metric of employer power.In con-
trast, we provide a bottom-up empirical ap-
proach examining the impact of many spe-
cific factors and gauging their contribution
to the overall divergence between produc-
tivity and median compensation growth.

Our research and other recent findings
demonstrate that employer power is ubiq-
uitous in labour markets, and that wages
will be lower and wage growth suppressed
absent institutions and policies that pro-
vide countervailing power.5 In other words,

3 Other factors that we have not been able to empirically assess—increased wage theft and weak enforcement,
anti-poaching agreements, increased discrimination, forced arbitration agreements, guestworker programs, and
increased prevalence of employer-created “lawless zones” in the labour market where workers are deprived of
effective labour protections because of their immigration status—have also contributed to wage suppression.

4 The growth of the wage inequality in the bottom half, the 50/10 wage gap, has been shown to result primarily
from excessive unemployment and the deterioration of the minimum wage (Mishel and Bivens,2021a).

5 Joseph Stiglitz has long focused on power in markets, emphasizing both product market monopoly power
and the weakening of employee power relative to employers. He recently provided an analysis similar to the
framework of this article (Stiglitz,2021).
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employer power is a constant of modern
labour markets, but what has changed over
the past generation or two is the ero-
sion of institutions and policies — high-
pressure labour markets, robust enforce-
ment, unions, and meaningful minimum
wages — that once provided that counter-
vailing power.

The article proceeds as follows. The first
step is to examine the wage trends that
any explanation of wage suppression needs
to explain and elaborating and analyzing
the productivity-median hourly compensa-
tion divergence we seek to explain. The
second section briefly assesses the conven-
tional explanation of “skill-biased techno-
logical change”—namely, rapid automation
workers while many lack the skills neces-
sary for modern production systems. The
third section identifies the six factors, from
excessive unemployment and eroded collec-
tive bargaining to shifts in corporate struc-
tures, that we believe much better explain
wage suppression. The fourth section re-
views how this article fits into the overall
literature on wage inequality and draws on
the estimated impact of the various fac-
tors to establish how much they explain
the overall divergence between productiv-
ity and median hourly compensation, The
fifth and final section concludes.

Wage Trends and Patterns to
be Explained

There are three disparities in growth
of wages by workers’ wage rankings that

policymakers need to understand and
economists need to explain: the one be-
tween the highest earners (the top 1 per
cent and top 0.1 per cent) and other high-
wage earners; the one between high-wage
and middle-wage earners (the 95/50 or the
90/50 wage gaps); and the one between
middle- and low-wage earners (the 50/10
wage gap). In addition, a theory about
wage trends needs to explain the decline
in the share of overall income accruing to
labour, since this drop saps wage growth.

The rough summary of inflation-
adjusted wage growth is as follows. Be-
tween 1979 and 2019 (the end of the last
business cycle), inflation-adjusted annual
wages at the very top have grown tremen-
dously (Mishel and Kandra, 2020). Those
in the top 1 per cent enjoyed 160 per cent
growth (Chart 1), and those at the very
top—the top 0.1 per cent—experienced
growth of 345 per cent. Growth was much
slower at the 95th percentile 63 per cent
(using hourly wage data), slower still at
the 50th (15 per cent), and a snail’s pace
at the 10th (3 per cent) though it is worth
noting that growth rates at the middle and
the bottom were not remarkably different
since the late 1980s.6

Two key wage gaps have grown since the
late 1980s: the one between the top and
very top on the one hand and all other
earners, including even those at the 95th
percentile, on the other, and the gap be-
tween high earners and middle earners, il-
lustrated by the ratio of wages at the 95th
(or 90th) percentile and the median wage.

6 Economic Policy Institute’s State of Working America Data Library. Wages by percentile and wage ratios
https://www.epi.org/data/?subject=wage-percentil.
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Chart 1: Cumulative Per Cent Change in Real Annual Wages, by Wage Group,
1979–2019
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The gap between the median earner and
low-wage earners (50/10 wage gap) grew
in the 1980s but has been stable since the
1987-88 (see Figures B and C in Mishel and
Bivens 2021a).

Decomposing the gap between pro-
ductivity and median hourly compen-
sation

The last four decades have seen a sys-
tematic divergence between the growth of
economy-wide productivity (the amount of
income generated in an average hour of
work) and the growth of hourly compensa-
tion (wages and benefits) for typical work-
ers. We proxy the wages of “typical”
workers as either wages for nonsupervi-
sory workers (roughly 80 per cent of the
private-sector workforce) or wages for the
worker earning the median wage. Chart 2
shows the growth of economy-wide produc-
tivity (net of depreciation, measured with

consumer prices) and the typical worker’s
hourly compensation since 1948,It uses the
hourly compensation of private production-
nonsupervisory workers because that is the
only series available for the entire period
since 1948. While productivity and a typi-
cal workers’ compensation grew in tandem
over the 1948-1979 period, they diverged
thereafter, splitting entirely after 1979. In
the latter period productivity growth decel-
erated significantly, but much more rapid
deceleration (or even stagnation) occurred
in growth of a typical worker’s compensa-
tion. Net productivity grew 118.4 per cent
from 1948 to 1979, accompanied by 107.5
per cent growth in a typical worker’s com-
pensation between 1979 and 2019 net pro-
ductivity grew 59.7 per cent (1.18 per cent
annually) further, but a typical worker’s
compensation (wages and benefits) grew
only by 13.7 per cent (0.38 per cent an-
nually).

This divergence was first pointed out
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Chart 2: Gap Between labour Productivity and a Typical Worker’s Compensation,
1948-2019
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in the early 1990s (Mishel and Bernstein,
1994) to demonstrate that stagnant wages
for the typical worker over the previous
decade or so could not be explained solely
by the slowdown of productivity growth.
This section updates the Bivens and Mishel
(2015) analyses of the wedges between typ-
ical workers’ pay and productivity and the
decomposition of the main factors generat-
ing it, drawing on previous work 7

The top panel in Table 1 provides the
basic trends required to decompose the di-
vergence. The output data cover all sectors
while the compensation and wage data are
for all wage and salary workers (i.e., ex-
cludes self-employed). We focus on the gap
between net productivity (productivity net
of capital depreciation, which is a better

metric than gross productivity for our pur-
poses) and median hourly compensation
(wages and benefits, in line 6) but provide
data on median wages (line 5) and gross
productivity (line 1) for completeness.8 We
decompose the divergence between net pro-
ductivity (measured as the statistical agen-
cies do, at output prices, shown in line 2)
and median hourly compensation. This al-
lows us to compute the contribution of the
differing inflation rates in output (i.e. Net
National Product) than in consumer goods
and services as a factor. The definitions
of the variables in Table 1 and the data
sources are found in Appendix A.

Over the 1979-2019 period, net produc-
tivity grew 1.36 per cent annually while me-
dian hourly compensation grew just 0.38

7 See Mishel and Gee (2012) and the decomposition framework developed by the Centre for the Study of Living
Standards: Sharpe, Arsenault, and Harrison 2008a; Sharpe, Arsenault, and Harrison 2008b; and Harrison
2009).

8 Net product encompasses the income that is distrusted to households.
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Table 1: Contributions to Gap Between Median Hourly Compensation and Productivity
Growth, 1979-2019 (Compound Annual Rate of Change)

A. Basic trends 1973–
1979

1979–
1995

1995–
2000

2000–
2007

2007–
2019

2000–
2019

1979–
2019

1979–
2017

1. Gross productivity 1.06 1.38 2.33 2.19 1.11 1.50 1.56 1.58
2. Net productivity (producer prices) 0.92 1.19 2.13 1.94 0.94 1.31 1.36 1.38
3. Net productivity (consumer prices) 0.53 0.96 1.65 1.84 0.89 1.24 1.18 1.18
4. Average hourly compensation 0.81 0.82 2.18 1.19 0.62 0.83 0.99 0.99
5. Median wage -0.47 -0.04 1.41 0.47 0.37 0.41 0.35 0.30
6. Median compensation 0.13 0.07 1.09 0.65 0.33 0.45 0.38 0.33
7. Gross productivity–median compensation gap (1-6) 0.94 1.30 1.24 1.53 0.78 1.06 1.18 1.24
8. Net productivity–median compensation gap (2-6) 0.80 1.12 1.04 1.29 0.62 0.86 0.99 1.05

B. Explanatory factors for net productivity
gap (annual growth)
9. Inequality of compensation (4-6) 0.69 0.74 1.09 0.54 0.29 0.38 0.61 0.65
10. Loss in labor’s share of income (3-4) -0.28 0.14 -0.53 0.65 0.27 0.41 0.19 0.19
11. Divergence of consumer and output prices (3-2) 0.39 0.24 0.48 0.10 0.05 0.07 0.19 0.20

C. Relative contribution to net productivity
gap (percent of gap)
12. Inequality of compensation 86.2 66.2 105.0 41.9 47.6 44.5 62.2 62.6
13. Loss in labor’s share of income -35.2 12.7 -51.5 50.41 44.0 47.5 18.8 18.5
14. All inequality (12 + 13) 51.0 78.9 53.5 92.3 91.6 92.0 81.0 81.1
15. Divergence of consumer and output prices 49.0 21.1 46.5 7.7 8.4 8.0 19.0 18.9
Total 100.0 100.0 100.0 100.00 100.0 100.0 100.0 100.0

Source: Update of Bivens and Mishel (2015) Table 1. See Appendix A for data definitions and sources.

per cent annually, a sizeable divergence
of 0.92 percentage points each year. The
gap was primarily driven by factors associ-
ated with growing inequality—the decline
of labour’s share (since 2000) and grow-
ing inequality of compensation, as shown
in rows 9 and 10. These inequality factors
can explain 81 per cent of the growth of
the productivity-median hourly compensa-
tion gap (row 14) with the remaining por-
tion (19 per cent) due to difference in the
growth of producer (used to measure pro-
ductivity) and consumer (used to measure
compensation) price growth.

In the most recent period from 2000 to
2019 the inequality factors can explain 92
per cent of the divergence and the differ-
ence in deflators was much less important
(8 per cent).The net productivity-median
hourly compensation divergence, exclusive
of the price deflator differences (line 3-6),
reflects the rising inequalities we seek to ex-
plain.

We focus on the 1979-2017 period be-
cause that best fits the various studies in-
formation available on the impact of vari-
ous factors. Over 1979-2017 net productiv-
ity grew 56.2 per cent (1.18 per cent per
year) while median hourly compensation
grew 13.5 per cent,0.33 per cent per year
a gap of roughly 43 percentage points or
1.05 percentage points per year.

We rely on this divergence of 43 per-
centage points to measure the extent of
wage suppression. This divergence simply
reflects the impact on the median hourly
compensation of the growth of wage and
benefit inequality and the loss of labour’s
share and thus measures the counterfactual
of how much faster median hourly com-
pensation could have grown had inequality
not grown. A situation where productivity
and median hourly compensation progress
at the same pace is not offered as a de-
scription of how we expect the economy to
work nor as a normative statement. Our
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analysis reviews the impact of particular
factors on the growth of median wages (as-
sumed to correspond to median compensa-
tion growth).

In the final section we examine the ex-
tent to which the cumulative impact of
particular factors to gauge whether their
cumulative effect can explain the diver-
gence between net productivity and median
hourly compensation growth, i.e. wage
growth suppression

The decline in labour’s share of in-
come

One of the trends that alerted ana-
lysts to the erosion of worker bargaining
power and the corresponding strengthen-
ing of employer bargaining power has been
the erosion of labour’s share of income
in the 2000s. The distributional conflict
between workers and employers (or cap-
ital and labour shares) is best examined
in the corporate sector, where all income
is divided between compensation going to
workers and income accruing to owners of
capital and avoids issues of having to decide
whether “proprietor’s income,” or noncor-
porate businesses income is labour or cap-
ital (see Bivens 2019 for measurement de-
tails).

Labour’s share fell from 82.4 per cent in
2000 to 77.9 per cent in 2007, the last year
before the Great Recession. By 2016, when
unemployment had reached levels compa-
rable to what had prevailed in 2006 and
2007, labour’s share remained roughly 2.5
percentage points below its 2007 level. The
fall in labour’s share from 82.4 per cent in
2000 to 75.5 per cent in 2016 is the equiv-
alent of an 8.4 per cent across-the-board

cut in compensation for every employee;
equivalently, it would require an across-the-
board compensation boost of 9.1 per cent
to restore labour’s share to its 2000 level.
This shift toward greater capital income
and returns is even more impressive given
that real interest rates have fallen sharply
in recent years, a development that should
(all else equal) be accompanied by a lower
return to capital (Farhi and Gourio,2018).

The Failure of Automation and
Skill Gaps to Explain Wage
Suppression or Wage Inequality

The predominant explanation offered by
economists, pundits, policymakers, and the
media to explain sluggish wage growth and
growing inequality in the United States,
at least until recently has been the skill-
biased technological change hypothesis. It
is assserted that a huge proportion of U.S.
workers have “skills deficits,” i.e., lack the
skills necessary to deal with technologi-
cal change. One version, focused on ed-
ucation wage gaps, argues that computer-
ized automation has made more educated
workers — generally referring to those with
at least a four-year college degree - more
valuable to employers and has correspond-
ingly reduced the value of those without
a college degree (Katz and Murphy, 1992;
Goldin and Katz, 2007, 2008). This grow-
ing wage gap between college-educated and
non-college-educated workers the college
wage premium is used to explain rising
wage inequality between high earners and
the majority of earners who lack a four-year
college credential (62 per cent of earners in
2019, down from 82 per cent in 1979.

A second version of the automation
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story, frequently referred to as the “job po-
larization thesis,” argues that technological
change has increased the value of abstract
reasoning, creativity, and expertise, judg-
ment, resulting in the devaluation of skilled
work done following well-understood rules
and procedures (Autor, 2010).

These versions of skill-biased technolog-
ical change portray the cause of wage sup-
pression and growing wage inequality as
due to a factor, automation, that is both
inevitable (one can’t stop technology’s for-
ward march) and desirable (after all, tech-
nological change is a key driver of rising
living standards). Thus, the resulting eco-
nomic adversity for some workers is the un-
fortunate byproduct of a dynamic that one
would neither want to nor could change.
Given this view, the only appropriate rem-
edy is to adapt to automation, primar-
ily by upgrading workers’ skills and educa-
tion and perhaps by providing a more ad-
equate safety net for workers temporarily
displaced.

Skill-biased technological change has al-
ways been a weak explanation for the wage
trends since 1979, but is a prima facie im-
plausible explanation for the trends since
the mid-1990s or since 1999. None of
the basic indicators of automation’s impact
and of skill deficits used to establish these
narratives has been evident over the last 25
years. Consequently, there is no basis for
considering automation-driven skill-biased

technological change as a significant factor
in wage suppression or the growth of wage
inequality since the mid-1990s—and we as-
sign it an impact of zero since 1995 in our
analysis below.

Our critiques of both the skills narra-
tives, focus particularly on their inabil-
ity to explain wage trends since the mid-
1990s.9 These arguments are fully explored
in Mishel and Bivens (2021b).

Omissions and Evidentiary Problems
in the Skills-based Wage-gap Story

One problem with the automation nar-
ratives is that they fail to address the su-
perlative wage growth of the top 1 per cent
(and the top 0.1 per cent) and the cor-
responding upward shift of 6 percentage
points of aggregate earnings to the top 1
per cent between 1979 and 2019 (Mishel
and Kandra, 2020). The growth of wages
for the top 1 per cent primarily reflects the
growth of executive compensation and the
expansion of the financial sector (and its
high earners). Similarly, the narratives ac-
cord no attention to the erosion of labour’s
share of income. the data show that the
link between automation and the decline
of labour’s share is at least as inconsis-
tent with real-world data as is the link
between automation and wage inequality
(Stansbury and Summers, 2020).

9 Our discussion does not cover the 1979–1995 period specifically. However, we do not assign any impact of
automation and skills gaps for this period. We remain skeptical that there was any impact, though, following
the analysis in Mishel, Bernstein, and Schmitt (1997a) and Card and DiNardo (2002). Wage inequality surged
in the early 1980s before there was much computer automation, for instance. Plus, much of the critique of
automation’s role in the period following 1995 also applies to the earlier period: there was a flat 50/10 wage
gap since 1987; a spectacular growth for the top 1 per cent; and much of the growth of wage inequality was
within education groups.
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college wage premium

Autor, Goldin, and Katz (2020) note
that “returns to a year of college rose by
6.5 log points, from 0.076 in 1980 to 0.126
in 2000 to 0.141 in 2017.” Yet note the slow-
down from the former period to the 2000–
2017 period. In the former period, the log
college wage premium rose 0.0325 percent-
age points each year, far faster than the
0.0088 percentage point increase each year
between 2000 and 2017. This represents a
70 per cent reduction in growth. it is evi-
dent that the education wage gap has not
driven wage inequality in the top half since
2000, or perhaps since mid-90s.

demand for college graduates

The substantial deceleration in the col-
lege wage premium, even as the supply
of college graduates slowed, implies a dra-
matic slowing in the growth of relative de-
mand for college graduates. As Autor,
Goldin, and Katz (2020:5) note:

“a puzzling slowdown in the
trend demand growth for col-
lege equivalents starting in the
early 1990s. Rapid and disrup-
tive technological change from
computerization, robots, and ar-
tificial intelligence is not to be
found.”

If automation’s impact has been far less
in the last 25 years than in earlier decades,
it cannot explain the ongoing strong, even
faster, growth of wage inequality in the top
half, illustrated by the growth of the 95/50
wage gap.

wage gap in the bottom half

In the skills-gap story, the more edu-
cation workers have, the more they are
in demand and the higher their wages.
Yet over the last three decades there have
been no increases in the wage gaps between
those with some college, those with a high
school diploma, and those who left high
school. Similarly, the wage gap between
median (50th percentile) workers and low-
wage (10th percentile) workers has been
stable or declining since 1987 This is a long-
standing critique of the education wage-
gap hypothesis (Mishel, Bernstein, and
Schmitt, 1997a; Card and DiNardo 2002;
Acemoglu and Autor, 2012).

occupational employment polarization

Most strikingly, Autor (2010), Acemoglu
and Autor (2012) and Autor (2014) doc-
ument that job polarization has not been
evident since 1999:

“[G]rowth of high-skill, high-
wage occupations (those associ-
ated with abstract work) decel-
erated markedly in the 2000s,
with no relative growth in the
top two deciles of the occupa-
tional skill distribution during
1999 through 2007, and only a
modest recovery between 2007
and 2012. Stated plainly, the U-
shaped growth of occupational
employment came increasingly
to resemble a downward ramp
in the 2000s.”(Autor, 2014:149-
150)
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Occupational employment patterns

The job polarization narrative relies on
mapping occupational employment pat-
terns to explain wage trends. But surpris-
ingly, the polarization literature has never
presented evidence that these occupational
employment shifts directly affect wages.
And indeed, they do not. Mishel, Shier-
holz, and Schmitt (2013) show that in the
1980s, 1990s, and 2000s, changes in occu-
pational employment shares (whether em-
ployment in an occupation expands or con-
tracts relative to other occupations) were
not related to changes in relative wages by
occupation. If occupational job polariza-
tion does not shape relative occupational
wages, then it is certainly not much of an
explanation for wage inequality.

A More Convincing Theory of
Sluggish Wage Growth and In-
equality: Policy-driven Wage
Suppression

If forces unrelated to policy decisions,
particularly automation, do not seem to
be driving wage trends, what are the fac-
tors leading to wage suppression? Our
answer is that there has been an inten-
tional policy assault—including policy for-
bearance in the face of new anti-worker
business practices—that diminished the in-
stitutional sources of leverage and bargain-
ing power for typical workers in the labour
market. The point was to suppress labour
costs. This policy assault (acts of commis-
sion and omission, such as failing to up-

date labour law or the value of the mini-
mum wage) either directly undercut these
institutional sources of power or accommo-
dated employers’ efforts to undercut them.
Business forces were secure knowing that
policymakers (legislators, executive branch
officials, and judges) would not change leg-
islation, enforcement priorities and effec-
tiveness, or legal interpretations to coun-
termand this assault on a typical workers’
power in the labour market.

Why this policy and corporate assault
began when it did, and why it was success-
ful politically, are questions mostly outside
the bounds of this article.10 But a grow-
ing body of evidence shows that the spe-
cific policies launched in this attack can
explain the overwhelming majority of wage
suppression experienced in recent decades.
This section identifies these policies and es-
timates their impact.

Austerity Macroeconomic Policy:
Excessive Unemployment

The Federal Reserve Board’s dual man-
date is to pursue the maximum level of
employment consistent with stable infla-
tion. However, since 1979 the Fed’s actions
suggest that it took the inflation mandate
more seriously, thereby tolerating (by fail-
ing to lower) or actually generating exces-
sive unemployment for extended periods in
the name of keeping inflation tame.

Hooper, Mishkin, and Sufi (2019: 25)
note that “since the 1980s the Fed fo-
cused much more on avoiding labour mar-
ket overheating in order to stabilize in-

10 See Hacker and Pierson (2011, 2020) for the political science explanations.
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flation.” Mishel and Bivens (2021a, Ap-
pendix B) examines the “The intentional-
ity of macroeconomic policies”, document-
ing the link of excessive unemployment to
policy decisions.

Bivens and Zipperer (2018), analyzing
the links between excess unemployment
and wage growth, note that full employ-
ment (at least by the too conservative mea-
sure of matching actual unemployment to
preexisting estimates of the “natural rate”)
was the norm after World War II but be-
came the exception after 1979. Between
1949 and 1979, the cumulative difference
between the actual unemployment rate and
estimates of the unemployment rate con-
sistent with stable inflation—the “natu-
ral rate” or the NAIRU, the nonacceler-
ating inflation rate of unemployment—was
negative 15.3 percentage points, meaning
that on average actual unemployment was
0.52 percentage points below the estimated
NAIRU each year. In contrast, between
1979 and 2017 the cumulative difference
was positive 35.7 percentage points or 0.94
points per year, meaning that actual un-
employment was persistently above the es-
timated natural rate.

This consistent excess unemployment
was deeply damaging to wage growth. Us-
ing the lower bound of the Bivens and Zip-
perer estimates to assess the impact of ex-
cessive unemployment on median and 10th
percentile wages in the 1979–2017 period,

we find excessive unemployment had low-
ered the median hourly wage by 12.2 per
cent. These estimated impacts of unem-
ployment are far below those of Katz and
Krueger (1999, Table 8), whose Phillips
curve estimates using a 1973–1998 time se-
ries were double those of Bivens and Zip-
perer at the median and three times those
at the 10th percentile.11

However, to err on the side of caution
we make an adjustment to our estimates
of the wage impact of higher unemploy-
ment to account for the “flattening” of the
Phillips curve in recent years (a lessening
of the relationship between unemployment
and wage growth): We apply one impact
for the 1979–2007 years and a lesser im-
pact for the 2008–2017 years.12 Taking this
flattening of the Phillips curve into account
we find that, if unemployment over 1979–
2017 had averaged just the “natural rate”
of 5.5 per cent rather than 6.3 per cent,
median wages would have been 10.0 per
cent higher in 2017. If the unemployment
rate had been held even lower, say 5.0 per
cent, median wages would have been 18.3
per cent higher by 2017.

Excessive unemployment had a larger
impact on low-wage workers which in-
cluded a disproportionately number of
Black workers, lowering the 10th percentile
wage by 11.6 per cent by 2017 from 1979
levels and raising the 50/10 wage gap by
2.7 percentage points. If our analysis uses

11 Note that the regression specification in Bivens and Zipperer (2018) (following Katz and Krueger (1999)) con-
trols for a measure of inflation on the right-hand side which makes these estimates of the impact of excessive
unemployment on real wages, i.e. a real wage Phillips curve.

12 Estimates of the wage impact of unemployment on the median and 10th percentile wage are from Bivens and
Zipperer (2018, Chart 6). The impact of 1 percentage point higher unemployment lowers the median wage by
0.459 and 0.296 in the earlier and latter period and lowers the 10th percentile wage by 0.582 and 0.243 in the
earlier and latter period.
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5.0 per cent rather than 5.5 per cent as the
full employment target, then the 10th per-
centile wage would have been 21.2 per cent
higher in 2017 absent excessive unemploy-
ment.

Economic policy could have held unem-
ployment to the average NAIRU rather
than be one percentage point above
NAIRU. The Volcker disinflation of the
early 1980s was a mistake. Galbraith
(1997) and DeLong and Summers (1988)
have argued that the excessive unemploy-
ment was very costly and the benefits of
lower inflation were overstated. Likewise,
there could have been a much faster recov-
ery from the 2007-2009 downturn. If over-
all public spending had simply matched the
average rate of (per capita) growth in the
1980s, 1990s, and 2000s the pre-recession
unemployment rate would have been re-
stored in just 5-6 years instead of the actual
eight years. ( Bivens 2016).

Erosion of workers’ rights to form
unions and bargain collectively

The erosion of collective bargaining is
the second largest factor that depressed
wage growth in the middle and drove wage
inequality over the last four decades.

The impact has been especially adverse
for men because they were far more likely
to be unionized in 1979 than women (31.5
per cent versus 18.8 per cent), so men had
more to lose from the subsequent attack on
unions and collective bargaining.

That collective bargaining leads to more

equal wage outcomes was firmly established
by research by Richard Freeman and James
Medoff in the late 1970s and popularized
in their important book, What Do Unions
Do?, published in 1984 (Jake Rosenfeld’s
2014 book, What Unions No Longer Do,
provides an update of the issues).

More recent research has incorporated
an assessment of the impact of unions on
nonunion workers’ wage — sometimes re-
ferred to as “spillover effects”. The most
recent research Fortin, Lemieux, and Lloyd
(2021) provides an analysis that incorpo-
rates a spillover impact and provides addi-
tional insight because the results directly
report on the impact of eroded collective
bargaining on the wage gap between high-
wage (90th percentile) and middle-wage
(50th percentile) workers by gender. The
authors have provided unpublished tabula-
tions that provide the impact of deunion-
ization on the median worker and median
male worker.13

Some pundits and analysts, skeptical
about the impact of weaker unions on
wages or wage inequality, claim that the de-
cline of unions reflects a decline in worker
interest in unions or is due to globalization
and automation, i.e., endogenous factors.
Neither objection is well founded.

Kochan et al. (2018) examined the level
of interest in joining a union among unor-
ganized workers and found that the “de-
mand for unions” has risen substantially
since the late 1970s. Mishel, Rhinehart,
and Windham (2020) assess the endogene-
ity of union decline and find that manufac-

13 Deunionization reduced the median hourly wage by 7.6 log points, or by 7.9 per cent (0.2 per cent an-
nually).Between 1979 and 2017, the impact on men alone is larger, with deunionization lowering the male
median wage by 10.9 log points, or 11.6 per cent (0.29 per cent annually).
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turing employment decline can account for
only a small part of it, perhaps 15–20 per
cent. The authors point out that the share
of workers covered by collective bargaining
declined strongly across the private sector
in sectors not heavily affected by global-
ization, including construction, transporta-
tion, communications, utilities, supermar-
kets, hotels, and mining. An Organisa-
tion for Economic Co-operation and Devel-
opment (OECD, 2019b:15) analysis of the
cross-country decline in collective bargain-
ing across advanced nations found:

"Contrary to a commonly held
belief, the combined contribu-
tions of demographic changes
and structural shifts, such as the
shrinking of the manufacturing
sector, are small and leave most
of this declining trend [in collec-
tive bargaining] unexplained.”

Managing globalization on capital’s
terms

Globalization has played a powerful role
in disempowering workers and giving capi-
tal owners and managers a much-improved
fallback position in their bargaining with
workers. As such, the way that globaliza-
tion has proceeded from U.S. workers’ per-
spective has been profoundly shaped by in-
tentional policy decisions that maximized
its wage-suppressing effects.

Bivens (2017a:5) presents a summary of
globalization’s wage impacts, based on his
own calculations and on the wider eco-
nomics literature. He finds:

"[T]he big damage is the per-
manent wage loss resulting from
America’s new pattern of spe-

cialization that requires less
labour and more capital. Fur-
ther, this wage loss is not just
suffered by workers in tradeable
goods sectors who are displaced
by imports; it’s suffered by
all workers who resemble these
workers in terms of credentials
and labour market characteris-
tics.. . . . The wage-suppressing
effects of globalization hit all
workers without college degrees,
across the country."

Bivens (2013) found that the implied
wage effects of trade expanded rapidly af-
ter 1995, as trade with lower-wage nations
(particularly Mexico and China) picked up
significantly. He also found that, by 2013,
trade flows with low-wage nations were
likely reducing wages for workers without a
four-year college degree by roughly 5.6 per
cent. For a non-college-degree worker mak-
ing the median hourly wage and working
full time, full year, the earnings reduction
translated into just under $2,000 annually.

This estimate is nearly identical to what
Autor, Dorn, and Hanson (2013) found
in a regression-based investigation of the
wage impacts of imports from low-wage
countries. Their results indicate that each
$1,000 in imports per worker from low-
wage countries lower American wages by
0.7 per cent. Imports from all low-wage
countries in 2016 stood at roughly $8,000
per worker, implying a wage reduction of
roughly 5.6 per cent, or about $2,000 an-
nually, for a full-time worker earning the
median wage.

Weakened labour standards
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Recent decades have seen the steady
weakening of a number of key labour stan-
dards that once provided leverage and bar-
gaining power for workers to improve job
quality.14 This part of the article discusses
five specific areas of weakened labour stan-
dards.with particular emphasis on those
that affected the median wage, A more
complete discussion is found in Mishel
and Bivens (2021a). The rapid erosion
of the federal minimum wage’s purchasing
power is the most dramatic and most con-
sequential. Other negative developments
for workers protection are the erosion of
overtime protection for salaried workers;
weaker labour-standards enforcement and
rising wage theft; the increased share of the
workforce with no effective labour protec-
tions because of its immigration status, and
more extensive misclassification of workers
as independent contractors.

Erosion of the federal minimum wage

The failure to update the value of the
minimum wage in line with wage or pro-
ductivity growth is a premier illustration
of policy choices, made on behalf of cap-
ital owners and corporate managers, that
have had a huge impact on wage growth for
low-wage workers and is the primary expla-
nation for any growth in the wage gap be-
tween low- and middle-wage workers over
the last four decades. Specifically, the fail-
ure to raise the federal minimum wage to an

adequate level (defined for our purposes as
$15 an hour by 2025) has lowered the wages
of at least the bottom 22.2 per cent of earn-
ers and a full 31.0 per cent of earners if one
includes those benefiting from state and lo-
cal minimum wage increases since 2017.15

The growth of the minimum wage shapes
the entire wage distribution of the bot-
tom half, essentially setting the scale of the
gap between the lowest-wage workers at the
10th percentile and the wages at the me-
dian.

The erosion of overtime protection among
salaried workers

To be exempt from the minimum wage
and overtime protections of the Fair La-
bor Standards Act under the “white col-
lar” rule, a worker must be paid a salary
(i.e., not be paid by the hour), must have
bona fide “executive, administrative, or
professional” duties (i.e., be an executive
or a highly credentialed professional, or
have supervisory duties), and earn above
a specific salary threshold. Without a
strong salary threshold, salaried workers
who spend only a small share of their time
actually doing exempt/”professional” work
can be required to do hourly-worker-type
duties (e.g., a store “manager” stocking
shelves, unloading trucks, doing checkout
at the cash register) for most of their work-
time, including those beyond 40 hours in a
week. Those hours beyond 40 are essen-

14 Shierholz (2021) reviews the evidence and importance of enforcement of labour standards.

15 This estimate is based on the impact of raising the minimum to $15 in 2025 and including the impact on those
who received minimum wage increases at the state or local level since 2017. This estimate understates the
share of earners affected since it ignores those in states that had a higher minimum than the federal threshold
minimum wage in 2017 but did not increase it further since then.
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tially unpaid.
The eroded share of the salaried work-

force eligible for this overtime protection
(i.e., receiving 150 per cent of regular
hourly wages when working more than
40 hours a week) is another example of
a labour standard that was substantially
weakened in the last four decades. The
share of the salaried workforce automati-
cally eligible for overtime based on its pay
was whittled down from roughly half (49.6
per cent) in 1975 to just 9.9 per cent in
2014 (Kimball and Mishel, 2016).

Analysis by the Department of Labor
(2016) of the 2016 rule showed that raising
the salary threshold increased hourly wages
by for salaried workers directly affected by
the rule.16

How much has the erosion since 1979 af-
fected median wages? This depends on the
impact on hourly wages of those affected
and the share of middle-wage workers, say
the middle fifth, affected by these overtime
rules. The impact on the hourly wages of
those affected by eroded protections would
likely be about 1 per cent. But not all mid-
level earners have been affected by changes
in overtime protections. We assume that
one-third of middle-wage earners lost 1 per
cent of wages due to lost overtime protec-
tions, so the overall impact would be a 0.3
per cent reduction of hourly wages for the
middle fifth.

Wage theft and weaker enforcement of
labour standards

Many workers, particularly low-wage
workers and the women and men of color
who are disproportionately in this category,
frequently fail to receive the wages they
are owed. This is referred to as “wage
theft” and reflects workers being paid be-
low the minimum wage, not being paid for
all hours worked, not being paid time-and-
a-half though legally eligible for overtime,
experiencing illegal deductions from pay,
and having their tips stolen by employers
or supervisors.

How extensive is wage theft? A 2008
study of 4,387 workers in low-wage indus-
tries in Chicago, Los Angeles, and New
York; found that two-thirds of workers sur-
veyed experienced at least one pay-related
violation in any given week. The average
violation amounted to 15 per cent of earn-
ings (Bernhardt, Milkman, and Theodore
2009).

How much does wage theft affect wages
in the middle and at the bottom? We do
not have an estimate of aggregate wage
theft across the wage spectrum or for
middle-wage workers, so it is not possible
to assess the impact of wage theft on the
median wage. Among low-wage workers,
Bernhardt, Milkman, and Theodore (2009)
found that 68 per cent experience wage
theft violations averaging 14.95 per cent of
earnings. This translates into an average
loss across all low-wage workers of 10.2 per
cent. A speculative estimate is that if wage
theft has doubled to the 10.2 per cent level
implied by the Bernhardt, Milkman, and
Theodore study, then it caused low-wage

16 Hourly wages increased 1.1 per cent for workers who occasionally worked overtime, 2.8 per cent for workers
who regularly worked overtime and were newly covered by overtime protections. and 1.4 per cent for workers
who regularly worked overtime and remained exempt.
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workers’ earnings to fall 5 per cent over the
1979–2017 period due to weaker wage stan-
dards enforcement, less access to legal re-
course, and eroded unionization. For mid-
level wages, theft of overtime pay, unpaid
worktime, and the undercutting of prevail-
ing wages likely also had an adverse impact.

Immigration policy that creates ‘labour stan-
dard free zones’

Employers have increasingly hijacked im-
migration policy to create zones in the
labour market where workers’ ability to ob-
tain enforceable basic labour standards is
compromised by their immigration status.
Note that the issue is not just the presence,
or supply, of immigrants, but the legal sit-
uation that makes undocumented workers
exploitable. In our economy, if you can be
exploited, you will be. This exploitation of
a sizable share of the workforce lowers the
wages of migrants as well as those of the
workers in their occupations and industries
(Costa, 2019). Combining the estimates of
unauthorized immigrants and guestworkers
means that 6 per cent of the workforce is
vulnerable to exploitation due to its legal
status (Krogstad, Passel, and Cohn, 2019;
Costa and Rosenbaum, 2017).

Research by Apgar (2015) comparing
the wages of comparable migrant Mexi-
can workers who were undocumented, had
legal permanent resident status, or were
temporary guestworkers in the H-2A and
H-2B visa programs, found that unautho-
rized workers earned about 13 per cent less
than legal permanent residents; temporary
foreign workers (i.e., guestworkers) earned
about 11 per cent less than legal perma-
nent residents, and their wages did not sig-

nificantly differ from unauthorized workers’
wages.

The presence of exploitable migrant
workers therefore undercuts labour stan-
dards in immigrant-intensive occupations
and industries and thereby depresses wages
and benefits of nonmigrants. Historical re-
search highlights the intent of many em-
ployers in expanding the pool of workers in
the United States who lack basic worker
rights because of their immigration sta-
tus. The conscious policy decisions to al-
low these circumstances clearly contribute
to wage suppression.

Misclassifying employees as contractors

Employers in an array of industries
have increasingly (and illegally) misclassi-
fied employees as independent contractors
or are paying workers “off-the-books.” This
practice cheats workers of fringe benefits,
social insurance protection (Social Security,
unemployment insurance, workers’ com-
pensation), labour protections (regarding
safety/health and race, age, and gender dis-
crimination), and union rights. The point
of this misclassification is to lower labour
costs, and it undercuts labour standards
and “undermines other, more responsible
employers who face costs disadvantages
arising from compliance with labour stan-
dards and responsibilities” (Weil, 2017:3).

It is difficult to quantify the extent of
misclassification, since it is an illegal ac-
tivity, and the extent to which it lowers
wage and benefit costs. The fact that
venture capitalists force this model on gig
economy upstarts provides practical con-
firmation that the business strategy low-
ers labour costs and shifts risks to workers.
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Uber, a prominent example of a firm whose
business strategy is built on misclassifying
rideshare drivers, acknowledged in its regis-
tration for an initial public offering (Uber
2019) that misclassification provides sub-
stantial cost savings.

Indications are that the practice has
greatly increased. The last comprehensive
federal estimate of independent contractor
misclassification, a General Accounting Of-
fice (GAO) examination of tax year 1984,
“found that 15 per cent of employers na-
tionwide and across industrial sectors en-
gaged in misclassification of a total of 3.4
million workers” (Carré, 2015:10).

Industry analyses provide information,
too, on the numbers of workers affected.17

Precise estimates of the impact of ris-
ing misclassification are not possible with
available data, but one can speculate about
a range of possible impacts. To gauge
the impact we assume that the 3.4 mil-
lion misclassified workers found by GAO
in 1984 (4.4 per cent of nonagricultural
wage and salary employment) have risen
to 9.0 million (a 7.4 per cent share)18, and
that misclassification lowers wages by ei-

ther 15 per cent or 30 per cent. Further, we
will assume that misclassification is either
spread throughout the private nonagricul-
tural wage and salary workforce or, more
likely, targeted at the bottom two-thirds;
in the former case the share of misclassified
workers in total employment rises by 3.0
percentage points, while in the latter case
it rises by 4.5 percentage points. The im-
pact is likely to have been on both low-wage
and middle-wage workers. These parame-
ters provide a range of impacts: Misclassi-
fication lowered wages by between 0.5 per
cent and 0.9 per cent if applied across the
whole workforce and between 0.7 per cent
and 1.4 per cent if affecting and applied to
only the bottom two-thirds.19 If one in-
cluded all workers, including those in the
public sector, then the estimated impacts
would be proportionally less. We take a 1
per cent decline in the median wage as our
ballpark estimate.

Failures to police or check new forms
of employment ‘contracts’

Employers are increasingly requiring em-

17 Ormiston, Belman, and Erlich (2020) estimate that in construction “between 1.30 and 2.16 million workers
were misclassified or working in cash-only arrangements in an average month of 2017.” The major rideshare
companies, whose business model incorporates misclassification, have between 1 million and 2 million drivers.
Other online demand firms also rely on misclassification. A newspaper investigation by Locke and Ordonez
(2014) analyzing payroll records for government-backed construction housing projects across 28 states found
that “companies using stimulus money routinely snubbed labor law and the Internal Revenue Service by treat-
ing workers as independent contractors in a clear violation of what’s allowed.” These companies “listed workers
as contractors instead of employees in order to beat competitors and cut costs. . . .Scofflaws can save 20 per
cent or more in labor costs by treating employees as independent contractors.” Misclassification is common
in trucking (Bensman 2009, cited in Carré 2015, Appel and Zabin (2019)) and in construction (Ormiston,
Belman, and Erlich (2020).

18 The 7.4 per cent is the share of the nonagricultural private wage and salary workforce if 9 million workers are
misclassified in 2017.

19 For instance, a rise of 3.1 percentage points of the entire private nonagricultural workforce yields a 0.5 per
cent or 0.9 per cent wage reduction if misclassified workers are paid, respectively, 15 per cent or 30 per cent
less than regular W-2 workers. Similarly, a rise of 4.6 percentage points among the bottom two-thirds of the
private nonagricultural workforce yields a 0.7 per cent or 1.4 per cent wage reduction if misclassified workers
are paid, respectively, 15 per cent or 30 per cent less than regular W-2 workers.
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ployees to relinquish various rights when
they accept employment or even after
they are already employed. Noncom-
pete and forced arbitration agreements are
chief among these restrictions, and em-
ployers within various franchise chains also
collude against employees through anti-
poaching agreements. All of these agree-
ments limit workers’ options by limiting
access to courts and the ability to read-
ily find another job or even to know the
basic terms of their employment arrange-
ment. This works to suppress wages.

Noncompete agreements

Employers have increasingly required
employees to sign noncompete agreements,
which limit options for future employment
and are now widespread. The practice
suppresses worker mobility and suppresses
wages, and it depresses firm entry and dy-
namism because employees are prohibited
from starting their own firms (Starr, 2019b
and 2020).

How widespread are noncompete agree-
ments?,A 2017 national survey of private-
sector American business establishments
with 50 or more employees, found that
it was “somewhere between 27.8 per cent
and 46.5 per cent of private-sector workers
are subject to noncompetes” (Colvin and
Shierholz, 2019).

These data indicate that noncompetes
have grown in their use since a survey of
employees in 2014 showed just 18 per cent
of the U.S. workforce covered by them,
though 38 per cent were subject to one at
some point in their careers (Starr, Prescott,
and Bishara, 2020). The precise extent of
the increased incidence of noncompetes is

uncertain, however: The Colvin and Shier-
holz employer-based survey probably cap-
tures more noncompete use than the ear-
lier employee-based survey, since many em-
ployees are unaware of having signed a non-
compete agreement.

Noncompetes lower wages and mobility
for both technical and low-wage workers,
whether they reside in states where the
contracts are enforceable or in those, such
as California, where they are not. More-
over, “where non-competes are really com-
mon and highly enforced, the whole labour
market suffers” (Starr 2019b), as wages, job
mobility, and job satisfaction decline even
among those not directly affected.

What is the impact of increased use of
noncompete agreements on median wages,
low wages, and various wage gaps? The
best evidence regarding noncompetes and
wage levels is the Lipsitz and Starr (2020)
examination of the relationship between
Oregon’s 2008 ban on noncompetes for low-
wage workers and the average hourly wages
of hourly paid workers. The finding that
the ban raised wages for hourly workers by
2.2 per cent to 3.1 per cent reflects the im-
pact on those directly affected (about 14
per cent of hourly workers are subject to
noncompetes) and the spillover effects on
other comparable workers. It is important
to note that these results are for hourly, not
all, workers, and hourly workers comprised
67 per cent of Oregon earners.

Two indications in the Lipsitz and Starr
research provide clues to the impact on the
median worker. One is that the ban’s im-
pact was comparable across the 20th to
80th wage percentiles of hourly workers,
suggesting that the impact on the median
would be comparable to the 2–3 per cent
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average effect (if hourly workers comprise
the bottom 67 per cent of earners, then
the overall median is the 75th percentile
of hourly workers). On the other hand,
Lipsitz and Starr report that the impact of
the noncompete ban was higher for two oc-
cupation groups with wage levels close to
the overall median: In construction occu-
pations and installation, maintenance, and
repair occupations wages rose by 4.9 per
cent and 4.3 per cent, respectively. The ban
had basically no effect on a low-wage oc-
cupation, food service preparation. These
differences across occupations reflect both
the incidence and direct impact of non-
competes. In sum, these results suggest
that the impact of noncompetes on the me-
dian is in the 4.3 per cent to 4.9 per cent
range, there is little if any impact for the
lowest-paid workers, and noncompetes ac-
tually narrow the wage gap (50/10) in the
bottom half by depressing the median wage
but not affecting the lowest-wage workers.

Assessing the impact of the increased use
of noncompetes on median wage growth
since 1979 requires quantifying that in-
creased use. Unfortunately, there is no
historical series on noncompete incidence.
The agreements have been used for many
years, especially among higher-wage pro-
fessionals and executives, and use has
increased as evidenced by the increased
public and policymaker attention to the
agreements, particularly for middle-wage
or lower-wage (e.g., Jimmy John’s sand-
wich shop workers) workers. If, say, the in-
cidence among hourly workers has doubled

since 1979 and the wage impact is roughly
4.5 per cent in recent years, then noncom-
petes have lowered the median wage by
about 2.25 per cent.20 It seems equally
plausible to us, however, that “doubling” is
an underestimate, since we know the inci-
dence of forced arbitration agreements has
enormously increased since the early 1990s
(from 2 per cent in 1992 to more than 50
per cent in 2017), and firms insisting on
forced arbitration also tend to insist on
noncompetition agreements. So, we take
the 2.25 per cent impact on median wage
growth as a rough estimate.

Forced arbitration and class action waivers

The increasingly common employer re-
quirement that workers sign arbitration
agreements is another clear example of pol-
icy decisions, limiting workers’ options to
resist workplace exploitation. Forced arbi-
tration is among a suite of agreements be-
ing forced on workers as a condition of em-
ployment (Colvin and Shierholz 2019). It
suppresses claims, makes them less likely
to succeed, and reduces awards. The con-
sequence is the undermining of the enforce-
ment of employment rights ranging from
minimum wage and overtime pay to rights
to equal pay and freedom from discrimina-
tion or harassment based on race, gender,
or religion (Stone and Colvin 2015, Colvin
2018, and Deutsch et al. 2019).

The incidence of forced arbitration
agreements took off after key Supreme
Court decisions in 1991 and 2001 made

20 The impact might be lower if we base the assessment on the 2.2 per cent to 3.1 per cent overall wage effect
identified by Lipsitz and Starr (2020) or if the rise in incidence is less than double.
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clear “that an American employer may,
with near total impunity, require an em-
ployee, as a condition of hiring and con-
tinued employment, to use private arbitra-
tion as the means of resolving public claims
against the employer that involve a statu-
torily protected right” (Lipsky 2007:10). In
1992, just over 2 per cent of the workforce
was covered by forced arbitration agree-
ments, but that share rose to almost a quar-
ter by the early 2000s. By 2017 the share
was 56.2 per cent (Colvin 2018).

It is not possible to assess the wage im-
pact of the spread of forced arbitration
agreements. The practice is intended to
and does undermine the enforcement of em-
ployment and civil rights workplace protec-
tions, further limiting employee options to
resist employer exploitation.

Employer collusion and anti-poaching agree-
ments

We do not know the extent of collusion
among employers and how it has changed
over time. It is, after all, illegal. There is
research on explicit collusion in franchising,
however, because this is a gray area in the
law.21

Unfortunately, there is no systematic ev-
idence of no-poaching agreements’ impact
on workers’ pay and within-franchise job
mobility. We do know that these agree-

ments grew substantially over the 1996–
2016 period, however, and disproportion-
ately affect workers in low-wage industries
and “potentially affect a large number of
workers” (Krueger and Ashenfelter 2018).

Tolerating new business structures
that disempower workers

In recent decades, employers have in-
creasingly tried to build up concentrated
power in product markets (as well as labour
markets directly) and to leverage this in-
creased product market power to augment
their profitability and the pay of executives
by lowering costs and suppressing wages.
One mechanism has been to match mar-
ket concentration with efforts to outsource
key parts of their production or workforce
to keep those costs from making a claim
on the firm’s income. In past years, pol-
icymakers might have used industry reg-
ulation such as in airlines and trucking
and antitrust enforcement to keep these
changes in check. But in recent decades,
the pushback against these changes in busi-
ness structure has been rare and muted.

Fissuring: contracting out/outsourcing,
temping, and franchising

Perhaps the most pronounced way
that employers have attempted to shape

21 Krueger and Ashenfelter (2018) report on anti-poaching agreements in franchises, agreements that limit a
particular franchise of McDonald’s, for instance, from hiring a worker from another McDonald’s franchise.

22 David Weil’s book, The Fissured Workplace (2014), as well as analyses by Appelbaum and Batt (2014), pro-
vide the details about what fissuring is and how it works to the advantage of employers.Weil points out that
fissuring should be distinguished from contingent work or alternative work arrangements. “Fissured workplace
arrangements can exist even though employment itself might be traditional (that is, ongoing and full time)
when the worker is employed by a subcontractor, franchisee, or other business organization undertaking the
work of a lead business.”
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labour market outcomes to their advantage
through changes in business structure is the
“fissuring” of workplaces.22

Fissuring is a corporate strategy that
emerged from the focus on shareholder
value. It raises profits in part by squeez-
ing the costs of subcontractors, who in turn
cut wages, and shifting risks onto other
firms and workers. Fissuring probably has
no impact on aggregate productivity, or on
making the production of goods and ser-
vices more efficient. Instead, its effects are
overwhelmingly distributional, suppressing
wages and profits among suppliers to the
benefit of the contracting firms (Appel-
baum and Batt, 2014).

But estimating the size of the fissured
economy is a major challenge researchers
are only now undertaking. However, it
seems clear that somewhere between a fifth
and a third of the economy is character-
ized by fissuring as a dominant force (Weil,
2019).

Growth in fissuring seems to have pri-
marily occurred in business-to-business do-
mestic outsourcing or subcontracting and
not through use of independent contrac-
tors, staffing agencies, or franchising. Var-
ious studies confirm that workers in con-
tractor firms earn less.

Fissuring, and particularly the outsourc-
ing of particular tasks, is probably respon-
sible for the fact that workers in the largest
firms no longer receive higher pay than
those in medium-sized firms. As Bloom
et al .(2018) show, those in firms with

more than 2,500 employees were not paid
more in the 2007–2013 period than those
in firms that had 1,000 to 2,500 employ-
ees, a sharp drop from what prevailed in
the 1980s. This erosion of the quality of
jobs in large firms affected a large swath
of the workforce, as employment in firms
exceeding 2,500 employees comprised 39.0
per cent of all jobs in 2014 compared to
37.0 per cent in 1999 and 35.3 per cent in
1979.23

A speculative estimate of the impact of
fissuring is that a shift of 15 percentage
points of employment into fissured work-
places earning 15.0 per cent less (Gold-
schmidt and Schmieder 2017) would yield
an overall decline of wages of 2.25 per cent
overall.

Product and labour market concentration,
including dominant buyer

There has been increasing interest in two
key changes in corporate structure in re-
cent decades: product and labour mar-
ket concentration (sometimes referred to
as monopoly and monopsony).24 It seems
clear that there are many reasons for pol-
icymakers to be concerned about market
concentration. Robust efforts (antitrust or
regulation) to confront the malign effect of
concentration should be part of the policy
toolkit going forward.
Labour market concentration.

Though labour market concentration is
definitely associated with lower wages, evi-

23 Analysis of the Census Bureau’s Longitudinal Business Database.

24 We will not use the label “monopsony” here for labour market concentration, as modern labour economics has
adopted the term “monopsony” to describe a wide range of influences—including but not limited to market
concentration—that give employers power to set wages.
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dence remains lacking that it has increased
so as to greatly contribute to wage suppres-
sion.25

Product market concentration—monopoly
power in product markets.

The growth of product market monopoly
power over prices does not seem to have
contributed to wage suppression, though
firms may have leveraged their monopoly
positions to suppress wages and profits in
supplier chains. 26

Rising monopoly power in product mar-
kets that has harmed U.S. households
through excessive price growth seems un-
likely to be a major channel through which
concentration may be dragging on wage
growth.
Product market concentration—dominant
buyers squeezing suppliers..

In traditional conceptions of the harms
done by product market concentration,
firms’ monopoly power is leveraged against
consumers of their output, with prices
being pushed above what would prevail
in competitive markets. However, many
real-world firms with substantial market
share (Walmart and Amazon, for example)
charge their own customers seemingly low
prices while leveraging their market power
instead against the firm’s own suppliers, co-
ercing them into providing supplies at low
prices. This in turn squeezes both profits
and wages for the supplier firms.

Path-breaking research by Wilmers

(2018) has identified and quantified the im-
pact of these “dominant buyers.” Wilmers
estimates that the share of nonfinance sup-
pliers’ revenue obtained from dominant
buyers increased from 5 per cent in 1979
to 19 per cent in 2014 overall and from 6
per cent to 26 per cent in manufacturing
and logistics. Wilmers argues that there
was not only an increase in the role of dom-
inant buyers but also an intensification of
their wage impact. Wilmers estimates that
the increase in dominant buyers lowered
the growth of average annual earnings by
3.4 percentage points over the 1979 to 2014
period among publicly owned nonfinancial
firms.

Deregulation of industries

Starting in the late 1970s, Congress
deregulated various industries, includ-
ing airlines, trucking, interstate busing,
telecommunications, utilities, and rail-
roads. Fortin and Lemieux (1997) showed
that deregulation had a strong adverse im-
pact on the wages of blue-collar workers for
9 per cent of the workforce. Card (1996)
found a 10 per cent decline over 1980–1990
in the relative earnings of airline workers
after deregulation. Deregulation also weak-
ened the ability of employers to pay high
wages and in many sectors, most notably
trucking, led to a steep erosion of union-
ization (Viscelli, 2016). Unfortunately, we

25 Key papers assessing the effect of labour market concentration include Azar, Marinescu, and Steinbaum (2017);
Benmelech, Bergman, and Kim (2018); Rinz (2018); and Naidu, Posner, and Weyl (2018). The evidence also
shows that the average labor market is highly concentrated but the average worker is not employed in a
concentrated labor market.

26 Key papers directly assessing the effect of product market concentration include Autor et al. (2017b); Barkai
(2020); De Loecker, Eeckhout, and Unger (2020); Grullon, Larkin, and Michaely (2015); and an analysis by
Goldman Sachs (Struyven 2018).
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do not have an estimate of the impact of
deregulation on wages.

Wage suppression and upward distribution to
the top 1 per cent

The data are clear that wage growth for
the vast majority of U.S. workers deceler-
ated radically in the post-1979 era. This
near-stagnation of median wages cannot be
nearly fully explained by the slowdown in
the economy’s overall ability to pay higher
wages (measured, for example, by growth
in economy-wide productivity). Overall
output and income growth did slow signif-
icantly post-1979, but growth for the bot-
tom 90 per cent of wage earners slowed far
more. This pattern left a large excess avail-
able for the top 10 per cent to grab, and
most of it went to the top 1 per cent and,
especially, the top 0.1 per cent. While this
article does not undertake to directly ex-
plain the growth of wages at the very top
those of the top 0.1 per cent and 1 per
cent we would argue that this growth is
the mirror image of wage suppression at
the bottom. The forces that weighed on
wage growth for the majority (excess un-
employment, stagnation of the minimum
wage, deunionization) largely do not slow
wage growth for the top 1 per cent; in-
stead, they allow more income (wages, and
profits that are not going to typical work-
ers’ paychecks) to be claimed by the very
top. In a sense, the wage suppression felt
by the bottom 90 per cent was zero-sum (or
even negative sum), as their loss financed a
sharp redistribution of wages and incomes
to the very top.’

Bivens and Mishel (2013) highlight the
growth of Chief Executive Officer (and

other executive) pay and the incomes of
financial-sector professionals as the pre-
dominant source of the escalated wage and
income growth at the top. This partly re-
flects the surge in the stock market which
fuels executive and financial sector growth
in pay. A vast body of research demon-
strates that no plausible force coming from
the interplay of competitive markets could
account for the explosive income growth
of these actors. These are not the “just
deserts” of the high earners reflecting their
heightened productivity.

Aggregate Impact of the Policy
Choices Generating Wage Sup-
pression

This section draws on the earlier as-
sessments of the factors generating wage
suppression to account for the divergence
between the growth of net productivity
and median hourly compensation over the
1979–2017 period

Relation to other literature

Our analysis builds on what Stansbury
and Summers (2020) referred to as a
“long history of progressive institutional-
ist work exemplified by Freeman and Med-
off (1984), Levy and Temin (2007), and
Bivens, Mishel, and Schmitt (2018).”

An important recent marker in this tra-
dition was the keynote address by for-
mer chairman of the Council of Economic
Advisers and Princeton economist Alan
Krueger (Krueger, 2017) to the Federal
Reserve Board Jackson Hole conference.
Krueger said that certain economic models
“give employers some discretion over wage
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setting” and, in a footnote, said, “Notice
that I don’t call these features ‘imperfec-
tions.’ They are the way the labour market
works. The assumption of perfect competi-
tion is the deviation from the norm of ‘im-
perfection’ as far as the labour market is
concerned.”

The new monopsony literature rein-
forces our narrative in important ways
and further highlights the need to iden-
tify the specific factors generating employer
power over wages and ways this power has
changed over time. A broad interpreta-
tion of employers’ “monopsony” power does
not hinge on labour market concentration
(i.e., the proverbial one-company town),
but instead diagnoses labour markets as
being affected by employers’ exercise of
power that allows them to cut wages with-
out fear of losing a large portion of their
workforces—regardless whether the source
of this power is market concentration or
anything else. The focus needs to be on
employer power relative to employees, so
the erosion of countervailing power of em-
ployees is an essential dimension of under-
standing how employer power matters.

The emerging monopsony literature
shows that employer power is ubiquitous
in the modern U.S. labour market.27. The
monopsony literature has identified a sub-
stantial amount of employer power such
that employers are able to, as Bassier,

Dube, and Naidu (2020) put it, “mark
down” wages by anywhere from 20 per cent
to 50 per cent. 28

One way to interpret the evidence in
the current paper is that employer power
is the constant of modern labour markets,
but what has changed over the past gen-
eration in the United States to generate
anemic wage growth is the erosion of insti-
tutions and policies—high-pressure labour
markets, unions, and binding minimum
wages—that once provided countervailing
power. Naidu and Sojourner (2020) have a
similar interpretation:

This new monopsony literature provides
a top-down analysis, which has primar-
ily focused on estimating the aggregate
scale of employer power. Some of the re-
cent contributions have started to identify
the underlying factors, examining the role
of unionization, high-pressure labour mar-
kets, and high values of minimum wages, in
explaining an aggregate metric of monop-
sony power. In contrast, our study is
a bottom-up analysis examining the im-
pact of myriad specific factors and gaug-
ing their contribution to the productivity–
median compensation divergence over the
past four decades.

Explaining the divergence between
productivity and median hourly com-
pensation growth

27 Webber (2015 and 2020); Dube, Giuliano, and Leonard (2019); Dube et al. (2020); Bassier, Dube, and Naidu
(2020); Azar, Marinescu, and Steinbaum (2019); Langella and Manning (2020); Card et al. (2018); and the
meta-analysis by Sokolova and Sorensen (2020)

28 There is some evidence on the time trend of employer monopsony power; two studies have shown that employer
power increased since the late 1990s (Webber 2020; Langella and Manning 2020), though Bassier, Dube, and
Naidu (2020, Table 6) show stability over the 2003–2012 period. One consistent finding of these studies is
that employers are able to exert more power over low-wage than other workers, affirming that employer power
generates wage inequalities.
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This section examines the corporate and
government policy levers that have sup-
pressed wage growth, and concludes that
they can account for the vast majority of
wage suppression.

It can be difficult to assess causality and
take interactions into account. But look-
ing at the sum of the impact of the key
factors supports the narrative that inten-
tional policy decisions (either of commis-
sion or omission) have generated wage sup-
pression. Analysts may differ on the as-
sessment of particular factors, but our hope
is that this compilation inspires further ef-
forts, including ones for which we do not
have sufficient empirical work to even make
guesses.

How much needs to be explained? In our
discussion of Table 1 we noted that between
1979 and 2017 net productivity (economy-
wide productivity net of depreciation) grew
56 per cent while median hourly compen-
sation (wages and benefits) grew 13 per
cent, leaving a 43 per cent divergence.29

By deflating both net productivity and the
pay measures by the CPI-U-RS index, we
have stripped out the influence of differ-
ing deflators (for productivity and compen-
sation) from our calculation of the diver-
gence, leaving only the changes in labour’s
share of income and changes in compensa-
tion inequality as drivers of the divergence

(Bivens and Mishel 2015).
The impact of specific factors on the

growth of the median wage is detailed in
the first panel (Table 2) and draws on the
discussion above. 30

The share of the various factors in ex-
plaining the overall divergence of net pro-
ductivity and real hourly compensation as
presented in Table 2 is illustrated in Panel
A of Chart 3 (examining growth, in per-
cent, of factors) and Panel B of Chart 3
(examining growth, in dollars, of factors).

Austerity macroeconomic policy (excessive
unemployment)

The impact of excessive unemployment
caused by contractionary macroeconomic
policy, promulgated to control inflation,
(suppressing labour costs in the name of
controlling inflation) reduced wages for the
median worker by 10.0 per cent between
1979 and 2017. Adjusting for the “flatten-
ing” of the Phillips curve since 2008, as we
do here, lessens the impact of higher unem-
ployment on wage growth; without this ad-
justment the impact would have been 12.2
per cent.

Erosion of Collective Bargaining

The erosion of collective bargaining had
an adverse impact by lowering the wages

29 If we used hourly compensation of production workers (82 per cent of payroll employment) as the pay measure
rather than the median wage, the divergence would be even greater (45.1 percentage point divergence from a
net productivity growth of 56 per cent and real hourly compensation of production workers growth of 11 per
cent).

30 For purposes of the analysis we equate the impacts on median wages, as identified above, to be the same as the
impact on median hourly compensation: this is not a consequential decision since the 13.0 per cent growth
of median hourly compensation over the 1979–2017 period just slightly exceeded the 12.2 per cent growth of
median hourly wages.
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Chart 3: Factor’s Contribution to Productivity-Median Compensation Divergence,
1979-2017

Panel A: Percentage Point Contribution

Panel B: Dollar Contribution

Note: Automation/skill deficits had no effect.
*Dominant buyer and fissuring
**Including but not limited to: wage theft, guest worker programs, racial discriminationm industry
deregulation, forced arbitration and anti-poaching agreements
Source: Authors’ analysis from Table 3
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Table 2: Impact of Policy Areas on Median Wage Growth, 1979-2017
(percentage points)

1 Excessive Unemployment* 10.0
2 Erosion of Collective Bargaining 7.9
3 Globalization 5.6
4 Weaker Labour Standards

Erosion of Minimum Wage 0
Overtime Coverage for Salaried Workers 0.3
Wage Theft n.a
Missclassification 1.0
Increased Presence of Undocumented n.a
Guest Worker Programs n.a

5 Employer-Imposed Contract Terms
Noncompetes 2.25
Anti-Poacching n.a
Forced Arbitration n.a

6 Corporate Structure Changes
Labour Market Concentration 0
Dominant Buyer 3.4
Fissuring 2.25
Product Market Concentration 0
Industry Deregulation n.a

7 Automation/skill-biased technological change
1979-1995 n.a
1995-2017 0

*Average relative to 5.5% unemployment

Sources: Authors’ analysis based on the following studies: Excessive unemployment estimate based on Bivens and
Zipperer (2018) and Katz and Krueger (1999); erosion of collective bargaining estimate based on Fortin, Lemieux, and
Lloyd (2021), Stansbury and Summers (2020), Western and Rosenfeld (2011); globalization estimate based on Bivens
(2013) and Autor, Dorn, and Hanson (2013); erosion of minimum wage estimate based on Fortin, Lemieux, and Lloyd
(2021) and Autor, Manning, and Smith (2016); overtime coverage for salaried workers estimates based on analysis of
Department of Labour (2016); noncompetes estimates based on Lipsitz and Starr (2020); dominant buyer estimates
based on Wilmers (2018); fissuring based on Weil (2019); automation/skill-biased technological change from 1995–2017
estimates based on Autor, Goldin, and Katz (2020) and Autor (2017).
Note: n.a. means not available

of non-college-educated workers, particu-
larly men, and has also lowered the wages
and benefits of nonunion workers in sectors
where collective bargaining had previously
set wage patterns. We relied on an un-
published analysis of the Fortin, Lemieux,
and Lloyd (2021) model to pinpoint at 7.9
per cent the impact of deunionization on
the median wage of all workers (men and
women combined) for the 1979–2017 pe-
riod.

Globalization on capital’s terms

Bivens (2013) found that, by 2013, trade
flows with low-wage nations were likely re-
ducing wages for workers without a four-
year college degree by roughly 5.6 per cent.

For a non-college-degreed worker making
the median hourly wage and working full
time, full year, this translates to about
$2,000 annually. This estimate is nearly
identical to what Autor, Dorn, and Hanson
(2013) find in a regression-based investiga-
tion of the wage impacts of imports from
low-wage countries.

Impact of the top three factors

As summarized in Table 3, together
these three factors alone—excessive un-
employment, eroded collective bargaining,
and corporate-driven globalization—can
account for a 23.5 per cent decline in the
median wage growth from 1979 to 2017
and for 54.7 per cent of the divergence be-

INTERNATIONAL PRODUCTIVITY MONITOR 89



Table 3: Impact of Policy Decisions on Median Wage Growth, 1979-2017
(percentage point)

Impact on median wage
(percentage points)

Share of divergence explained
(percentage points)

Excessive unemployment; erosion of 23.5 54.7
collective bargaining; globalization.
Other(Overtime, misclassification, 9.2 21.4
fissuring, dominant buyer, noncompetes)
Automatom/skill deficits 0 0
Total explained 32.7 76.1
Unexplained* 10.3 23.9
Divergence btw productivity-median 43 100
hourly compensation, 1979-2017

*Including but not limited to: wage theft, guest worker
programs, racial discrimination, industry deregulation,
forced arbitration and anti poaching agreements.
Source: Estimates presented in Table 2

tween net productivity and median hourly
compensation. Chart 3 shows that exces-
sive unemployment, eroded collective bar-
gaining, and corporate-driven globalization
lowered the growth of median hourly com-
pensation by $5.45: absent these factors
median hourly compensation would have
risen to $28.59 rather than to $23.59.

Weaker labour standards

The failure to update the value of the
federal minimum wage is a premier exam-
ple of policy action shaping the wage struc-
ture and undermining the wages of the bot-
tom third of earners (heavily women and
minorities), or 46 million workers. The
minimum wage’s impact probably does not
extend to the median, so we express that
as zero in Table 3.

The erosion of other labour standards
likely had an impact throughout the
wage structure. Overtime protections for
salaried workers declined precipitously and
reduced median workers’ wages by 0.3
per cent, while growing misclassification of
workers as independent contractors lowered
the median wage by 1.0 per cent. Other

practices and policies, like lax protections
against wage theft, the increased presence
of undocumented workers and guestwork-
ers, and more extensive racial discrimina-
tion have likely lowered wages, but we are
not able to provide an empirical assess-
ment.

Employer-imposed contract restrictions

Employers have increasingly required
employees to relinquish various rights when
they accept employment, or even after they
are already employed, through agreements
regarding noncompetition and forced ar-
bitration. Employers within franchise
chains have also colluded against employees
through anti-poaching agreements, which
limit workers’ employment options. The ef-
fort to quantify the impact of these policies
is still in the beginning stages. We estimate
that noncompete agreements have reduced
the median wage by 2.25 per cent, but
we have not been able to derive estimates
of the impact of forced arbitration (now
covering more than half of nonunion em-
ployees) nor of anti-poaching agreements
among franchisers.
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Changes in corporate structure

Changes in corporate structure — from
deregulation to fissuring to rising market
concentration—likely pushed down wages
by at least 5 per cent by 2017. A specula-
tive gauge of the impact of a shift of 15 per-
centage points of employment into fissured
workplaces where wages are 15 per cent less
would imply an overall decline of wages of
2.25 per cent and probably an even larger
decline at the median. Wilmers’ (2018) es-
timated that the increase in dominant buy-
ers lowered annual earnings by 3.4 per cent
over the 1979–2014 period among workers
in publicly owned nonfinancial firms.

There is likely to be some double count-
ing when aggregating the fissuring and
dominant buyer factors, but it is also likely
that the unassessed components of corpo-
rate structures exerted at least as much
downward wage pressure to offset it.

Automation/skill-biased technological
change

As detailed earlier (and in Mishel and
Bivens (2021b)), automation and skill-
biased technological change are prima facie
implausible explanations of the wage sup-
pression or wage inequality experienced at
least since 1995. Given the deceleration
of the salient indicators of automation and
automation’s impact on key labour market
metrics (relative demand for college edu-
cation, occupational polarization), we as-
sign no impact in Table 2 to automation in

driving the productivity–pay divergence for
the 1995–2017 period. We are also skepti-
cal that there was any impact in the ear-
lier 1979-95 period, following the analysis
in Mishel, Bernstein, and Schmitt (1997a)
and Card and DiNardo (2002).

Conclusion

In all, the policy-driven factors delin-
eated in Tables 2 explain a vast share of the
divergence between productivity and me-
dian hourly compensation.31

The best-measured impacts, those for
excessive unemployment, eroded collective
bargaining, and corporate-shaped global-
ization, can account for 23.5 percentage
points (or 55 per cent of the total) of the
43 percentage points productivity–median
compensation divergence. The harder-to-
measure impacts of other factors (lowering
of the overtime threshold for salaried work-
ers, misclassification, noncompete agree-
ments, and changes in corporate structures
like fissuring) can collectively account for
another 9.2 per cent of the erosion of the
median wage and explain another 21.4 per
cent of the divergence. These sum up to
explaining about three-fourths (76.1 per
cent) of the divergence (Table 2 and Chart
1). This is an understated conclusion since
there are many additional policy factors
that we have not been able to empirically
assess: wage theft, guestworker programs,
racial discrimination, industry deregula-
tion, exploitable immigrants, forced arbi-
tration, and anti-poaching agreements.

31 See Mishel and Bivens (2021a) for a discussion on the suppressed wage growth at the 10th percentile and the
increase in the 50/10 percentile wage gap
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It is possible that summing these esti-
mates overstates the aggregate impact if
there is some endogeneity or interactions
(e.g. higher unemployment causes greater
loss of unions). On the other hand, there
are reasons to believe that the impact of
these factors is larger than the sum of
their individual effects. One way of under-
standing what has happened is to gauge all
the ways that an individual workers’ op-
tions to obtain better employment condi-
tions or to affect their current employment
have been increasingly foreclosed—limiting
both exit and voice. When workers want
to improve their conditions of work, they
have increasingly limited options to orga-
nize a union, rely on adequate and enforce-
able government standards (e.g., the min-
imum wage, safety and health, overtime,
anti-discrimination, correct classification),
or make employers accountable through
litigation. Exit is more limited because
of anti-poaching agreements, noncompetes,
and generally higher unemployment, and
the downward pressure on their wages is
intensified by globalization, fissuring, and
dominant buyer power. Increasingly, resis-
tance is futile.

Our analysis, admittedly, does not rely
only on pure causal estimates of each fac-
tor or guarantee that there are no inter-
actions between the different determinants
of wage growth. We offer our estimates
as an informed summation of what exist-
ing research finds, and, crucially, we argue
that any interaction effects are at least as
likely to amplify the effects of policy levers
as they are to dampen them.

So, while we conclude that these pol-
icy levers can account for the vast major-
ity of the rise of wage inequality and the

productivity-median hourly compensation
divergence we are not wedded to any spe-
cific number. We imagine that any quib-
bles with our estimates would still leave
policy factors explaining a clear majority.
We look forward to others offering alterna-
tive estimates of these factors and associ-
ated aggregations or to offering an alterna-
tive narrative with corresponding empirical
evidence. But the simple existence of pos-
sible interactive effects does not mean that
our results will clearly shrink – they may
well rise–or that policy levers did not drive
wage suppression.

The lessons here are simple. Wage
growth has been greatly directed by pol-
icy decisions and is a political variable.
It responds — robustly — to big policy
changes. But for decades these policy deci-
sions have gone in the wrong direction. Pol-
icymakers can deliver prosperity to the vast
majority of U.S. workers based on faster
wage growth. Whether workers obtain a
fair share of the economy’s gains in the fu-
ture will depend not so much on abstract
forces beyond their control but on demand-
ing that their political representatives re-
store bargaining power to workers, individ-
ually and collectively.
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Appendix A: Data Definitions
and Sources

Average hourly compensation: com-
pensation equals wages and salaries and
benefits. Benefits are the sum of Health
Benefits and ‘Non-health benefits‘ [‘To-
tal compensation‘ (Nominal, NIPA 6.2A-
D line 1) - ‘Health benefits’ Wages and
salaries (NIPA 6.3A-D line 1) deflated by
CPI-U-RS. Compensation is divided by
‘Total hours‘ (NIPA 6.9B-D) to obtain real
hourly compensation.
Average hourly compensation

(production/non-supervisory work-
ers): Average hourly earnings (AHE)
of production/non-supervisory workers is
from: BLS, series ID = CEU0500000008
and for years 1947–1963, series ID
= EEU00500006 for historical AHE.
Production/non-supervisory worker com-
pensation obtained by multiplying real av-
erage hourly earnings by the compensation-
wage ratio.
Compensation-to-wage ratio: the ra-

tio of real compensation (wages and salaries
plus health and non-health benefits) to real
wages and salaries.
Consumer prices: measured

as changes in the CPI-U-RS in-
dex, https://www.bls.gov/cpi/research-
series/r-cpi-u-rs-allitems.xlsx
Gross productivity: gross output pro-

vided in unpublished BLS Total Economic

Productivity (TEP) “Labor productivity”,
which matches GDP in NIPA data. Hours
worked from TEP data. Gross productivity
growth is growth of gross output per hour.
Health benefits: Nominal health ben-

efits (NIPA 6.11A-C line 30, NIPA 6.11D
line 32) are inflation adjusted by a con-
structed health inflator: CPI-U-RS times
PCE Health (NIPA 2.5.4 line 37) / PCE to-
tal (NIPA 2.5.4 line 1).The PCE health de-
flator is used because it more fully captures
health costs than the CPI health deflator
which only captures out-of-pocket costs.
Median hourly wage: Economic Pol-

icy Institute analysis of Current Popu-
lation Survey (CPS) Outgoing Rotation
Group (ORG) microdata, as presented in
the State of Working America Data Li-
brary.
Median hourly compensation: real

median hourly wage multiplied by the
compensation-wage ratio (see: Aver-
age hourly compensation (production/non-
supervisory workers)
Net productivity: Gross output con-

verted to net output by multiplying the ra-
tio of net-to-gross domestic product ratio
[NDP (NIPA 1.7.6 Line 4), GDP (NIPA
1.7.6 line 1)]. Net productivity presented
deflated by output prices, i.e. implicit price
deflator of Net Domestic product (NDP)
and also by consumer prices (CPI-U-RS).
National Income and Product Ac-

counts (NIPA): Department of Com-
merce, Bureau of Economic Analysis:
https://apps.bea.gov/iTable/iTable.cfm?reqid=
19step=2reqid=19step=2isuri=11921=survey

Wedges between median hourly com-
pensation and productivity
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• Total net productivity-median
hourly compensation divergence:
this is what the decomposition ex-
plains. It is the difference between
growth of real net productivity (at
output prices) and real median hourly
compensation.

• Inequality of compensation: dif-
ference between growth of real aver-
age hourly compensation and real me-
dian hourly compensation.

• Loss in labour’s share of income:
difference between growth of net pro-
ductivity growth (at consumer prices)
and real average hourly compensa-
tion.

• Divergence of consumer and
output prices: difference between
net productivity growth (at output
prices) and net productivity growth
(at consumer prices).
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The Evolution of the
Productivity-Median Wage
Gap in Canada, 1976-2019

Andrew Sharpe and James Ashwell
Centre for the Study of Living Standards 1

Abstract

The median wage is a key metric to assess developments in the standard of living of the

population. Productivity gains are passed on to workers as real wage gains. But in recent

decades the proportion of labour productivity gains that are being passed on to the typical

or median worker has fallen in many advanced countries, a process known as decoupling.

The article uses an accounting framework developed by the Centre for the Study of Living

Standards to quantify the importance of the factors affecting the relationship between

productivity and real median wages. It presents results for the 1976-2019 period in Canada.

A key finding is that the annual gap between labour productivity growth and real hourly

median wage growth fell from 1.36 percentage points per year in 1976-2000 to 0.46 points

in 2000-2019. This was due to slower growth in wage inequality, the end of the decline of

the labour share and an improvement in workers terms of trade. Productivity growth was

relatively stable between periods. In the 1976-2000 period, the bargaining power of workers

fell dramatically due to high unemployment, falling unionization rates and a rising import

share. After 2000, these trends reversed or stabilized, improving the bargaining power of

workers.

How does one assess developments in
the standard of living of the population?
Since labour income or wages is by far the
most important source of income, trends
in wages for the typical or median worker
appears an obvious metric. Indeed, The
Economist (April 10-16, 2021) concludes

“It is right to judge economic progress by
the purchasing power of median wages,
not profits or share prices.” In the long
run, wages are determined by productiv-
ity growth. Productivity gains are passed
on to workers as real wage gains. But in
recent years the proportion of labour pro-

1 Andrew Sharpe is Executive Director of the Centre for the Study of Living Standards (CSLS). James Ashwell,
now a law student at McGill University, was a summer student at the CSLS when this research was undertaken.
This article draws on Ashwell (2021). The authors would like to thank IPM Co-Editor Bart van Ark, Bruno
Rainville and other officials at the Employment and Social Development Canada (ESDC), and four anonymous
referees for useful comments. The CSLS thanks the ESDC for financial assistance for this project. Email:
andrew.sharpe@csls.ca.
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ductivity gains that are being passed on to
the typical or median worker has fallen in
many advanced countries, a process known
as decoupling.2

The Centre for the Study of Living Stan-
dards has developed an accounting frame-
work or methodology to quantify the im-
portance of the factors affecting the rela-
tionship between productivity and real me-
dian wage growth.

The main objective of this article is to
update these estimates on decoupling in
Canada and the factors behind it to 2019.
The article also seeks to provide a narrative
to explain the reasons for the gap between
productivity and median wage growth over
the 1976-2019 period and in particular why
this gap fell from 1.36 percentage points per
year in the pre-2000 period to 0.46 points
in the post-2000 period.

The bargaining power of labour largely
determines the ability of labour to share
in the overall productivity gains of the
economy (Summers and Stansbury, 2020).
This bargaining power is affected by labour
market conditions, as proxied by the un-
employment rate, by the strength of col-
lective bargaining institutions, as proxied
by the unionization rates and by interna-
tional trade developments related to glob-
alization, as shown by the merchandize im-
ports share of GDP. This article shows
that after 2000 the average unemployment

rate was lower, the unionization rate, af-
ter falling sharply in the 1976-2000 period,
fell at much slower rate, and the imports
share fell from its 2000 peak. These trends
reversed the downward pressures on bar-
gaining power of labour that existed in
the last quarter of the 20th century that
resulted in the emergence of a large gap
between labour productivity and median
wages growth,

This article has five sections. The first
section briefly reviews the literature of
the decoupling of productivity and me-
dian wage growth in Canada. The second
section presents the accounting framework
which underpins the analysis of the decou-
pling issue. The results are presented in
section three with special attention to the
large fall in the gap after 2000. Section four
examines the reasons for this development,
The fifth and final section concludes.3

Review of Empirical Estimates
for Canada4

The productivity-wage gap has become
an important object of study in economics,
and estimates of its magnitude have been
conducted in a number of countries. For
Canada, Sharpe et al. (2008a) quantify
this gap and develop the decomposition
accounting approach used in this article.
Median earnings barely grew from 1980 to
2005, increasing 0.01 per cent per year, av-

2 In this article the term productivity refers to labour productivity. The term median wages refer to real median
wages unless otherwise specified.

3 See Appendixes 1 and 2 in Ashwell (2021) to compare our results with Uguccioni (2016) and Williams
(2021), who also study Canada. Appendix 3 compares the trends identified in this article with those
of the United States identified by Mishel and Bivens (2021). The Data Appendix available at http:
//www.csls.ca/ipm/41/IPM_41_Data_Appendix.xlsx contains all the data used in this report along
with some supplemental series pertaining to wages and productivity.

4 For a review of estimate of decoupling for the United States, the U.K. and other countries, see (Ashwell, 2021)
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erage earnings grew 0.36 per cent per year,
while productivity grew 1.27 per cent per
year. Increased mean-median inequality
explained 28 per cent of the gap and the de-
cline of the labour share explained 20 per
cent. Increases in supplementary income
explained a further 20 per cent and the loss
in labour’s terms of trade explained 33 per
cent.

Uguccioni, Sharpe and Murray (2016)
use the same methodology to update the
numbers for productivity and wages to
2014. They find that productivity grows
from 1976-2014 by 1.12 per cent per year
while median earnings grew at 0.09 per cent
per year, for a productivity-wage gap of
1.03. Fifty per cent of the gap can be ex-
plained by increased mean-median earnings
inequality, 30 per cent by the decreasing
labour share, and 20 per cent by labour’s
terms of trade.

Williams (2021) investigates the same es-
sential question as the previous authors but
modifies the approach slightly to account
for recent debates about measurement and
variable selection. Williams argues that de-
preciation and taxation costs must be ac-
counted for when considering productivity
and wage trends, and he develops measures
of net productivity and net labour share to
integrate these considerations to his analy-
sis. Williams finds that before accounting
for taxes and depreciation, labour produc-
tivity rises from 1961-2019 by 1.65 per cent
per year, whereas it rises 1.47 per cent per
year after including them.

Instead of median wages, Williams
prefers average compensation measures to
evaluate transmission of productivity gains
to workers. He argues that this allows
a clearer picture of how labour overall is

faring, but does not provide insight as
to the distribution of those gains among
workers. Deflated using the CPI, average
wages grew 1.59 per cent per year over the
1961-2019 period, and using Williams’ pre-
ferred implicit consumption deflator they
grew 1.73. The labour share of GDP be-
fore accounting for depreciation and taxes
therefore decreases over the same period
by 0.19 per cent per year, but after ac-
counting for those factors and calculating
labour’s share of NDP it decreases just
0.01 per cent per year. Labour produc-
tivity growth advanced 1.67 per cent per
year, while net productivity growth was
1.47 per cent. These growth rates imply
that there was no decoupling between pro-
ductivity and average wages (not median
wages) over the last 60 years in Canada.

Accounting Approach to
the Decomposition of the
Productivity-Median Wage Gap

Basic models of the labour market pre-
dict that workers overall will be paid an
amount roughly equal to the marginal eco-
nomic value that they provide to employ-
ers. As workers generate more value, their
compensation should therefore rise accord-
ingly. “Productivity” measures the amount
of value that workers provide their employ-
ers, in terms of dollars per hour worked.
Workers are generally paid on a per hour
basis, so growth in productivity should be
equal to growth in hourly pay. We mea-
sure the growth of productivity in per cent
change per year for a given period, and
measure the growth in median hourly pay
over the same period. Subtracting the rate
of growth in wages from the rate of growth
in productivity, we obtain the gap between
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the two variables in percentage points. To
understand this gap, we break it down into
four components, also given in percent-
age points, which add up to the overall
productivity-wage gap.5

The first component is the labour share.
When productivity goes up, part of the
benefits of that increase go to workers, and
the other part of it goes to capital. Roughly
speaking, capital is anything used in pro-
duction other than the labour of workers.
The proportion of economic benefits go-
ing to labour has historically been steadily
around 50-60 per cent in Canada, with the
other 40-50 per cent going to capital. These
proportions are referred to as the labour
share and the capital share, and while they
have historically remained at similar lev-
els, these shares do change over time. If
a higher proportion of the benefits of pro-
ductivity growth goes to capital, then the
labour share becomes smaller, and work-
ers obtain less than they normally would
from the increased productivity, generating
a productivity-pay growth gap.

The second component of the gap is
called “labour’s terms of trade”, and it re-
lates to price changes. Because of inflation,
“real wages” and productivity must be
calculated using constant dollar amounts
which account for the differences in price
changes over time. However, the prices
of goods and services consumed by work-
ers may not rise at the same speed as the
prices of goods and services produced by
workers. The adjustment of nominal wages
must therefore be done either on the basis
of consumer prices or producer prices.

The factor by which we multiply the
nominal wage series in order to adjust for
price changes is called a price index, which
can be derived from the price levels in the
economy as a whole, or from the price levels
of goods and services consumed by work-
ers. The first type of price index is called
a GDP deflator, and the second is a mea-
sure of the prices of consumption goods,
the most widely used example of which is
the Consumer Price Index (CPI). To un-
derstand how workers’ living standards are
changing, we deflate their wages using the
CPI since that deflator reflects the costs of
living as experienced by workers. To de-
flate the output of the economy as a whole,
we use the GDP deflator, because that de-
flator includes the prices of everything that
is produced, rather than just the prices of
goods and services which are consumed do-
mestically. If the prices of consumer goods
changes at a different rate than prices over-
all, there will be a gap between the growth
of real wages from the point of view of
workers and from the point of view of their
employers. This difference can contribute
to the overall gap between productivity
and median real wages. The term we use
for this component of the gap is “labour’s
terms of trade”.

The third contributor to the
productivity-wage gap is called the
SLI/Self-employment component. This
component is essentially the difference be-
tween the rates of growth of average com-
pensation and average wages. The com-
pensation measure is more exhaustive, as
it includes supplementary labour income

5 For a formal presentation of the acoounting framework, see Ashwell (2021) and Sharpe et al. (2008).

INTERNATIONAL PRODUCTIVITY MONITOR 101



(SLI) and an estimate of labour income
for the self-employed, in addition to wages.
SLI refers to compensation that employees
receive from their employers beyond their
regular wages, salaries and commissions,
such as contributions to pension plans and
to employment insurance. The labour com-
ponent of self-employment income is esti-
mated (“imputed”) because there is no
way of directly measuring how much of the
income of the self-employed can be char-
acterized as labour income as opposed to
capital income, since these workers tend
to invest both their time and their capital
into their endeavors.

The final component is wage inequality,
as proxied by the difference in growth rates
of average and median wages. The aver-
age hourly wage is obtained by adding up
wage income of all workers and dividing it
by the number of total hours worked in
a year. The median hourly wage is the
wage received by the worker in the very
middle of the wage distribution. Put an-
other way, the median wage is the wage of
the worker for whom the number of peo-
ple who earn more is equal to the number
of workers who earn less. If workers in the
top of the distribution enjoy faster wage
growth than everyone else, then the aver-
age wage will rise faster than the median
wage.6 The inequality component mea-
sures the difference between the rates of
growth between median and average wages.
With this fourth component in place, we

can fully explain the gap between produc-
tivity and median hourly wages.7

Empirical Results8

The Labour Productivity and Median
Wage levels

Chart 1 shows trends in the absolute lev-
els of labour productivity, defined as real
output per hour expressed in 2012 dollar,
and real hourly median wages, also ex-
pressed in 2012 dollars, in Canada from
1976 to 2019. In 1976, the median wage
in Canada was $16.40 per hour. Labour
productivity was $37.60 per hour. In other
words, the median worker received 43.5
pent cent of the amount of output produced
in an hour of work.

By 2019, the median wage had grown to
$17.40 and the level of labour productiv-
ity to $60.20. The median wage was now
only 28.8 per cent of the average level of
labour productivity. This development re-
flected the relative growth rates of the me-
dian wage and labour productivity over the
period. Indeed, the median wage only in-
creased 6 per cent from 1976 to 2019 while
productivity was up by 60 per cent.

The median wage/productivity ratio will
rise when the growth rate of the me-
dian wage exceeds that of the productiv-
ity growth. It will fall when the median
wage advances less rapidly than productiv-
ity, as was the case in the 1976-2019 period.
Equitable sharing of productivity gains for

6 It is worth noting that if the poorest workers benefit faster than everyone else, then the same phenomenon is
observed: faster growth in the average than in the median. For this reason it is important to dig deeper into
how the benefits of productivity are distributed among workers as done in Ashwell (2021).

7 For an algebraic presentation of the framework, see Ashwell (2021) and Sharpe et al. (2008).

8 See the online Appendix for data sources and variable definitions.
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Chart 1: Median Real Wage and Labour Productivity in Canada, 1976-2019
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Source: Statistics Canada, See Data Appendix T3 and T10 for more details.

workers is defined as the same growth rates
of median wages and productivity. Equi-
table sharing of productivity growth does
not mean that workers receive the total
value of the output they produce.

It can be noted that the absolute level
of the median wage can rise even when the
median wage/productivity ratio is falling,

The focus of this article is on the gap in
growth rates of the median wage and pro-

ductivity. It is this growth rate differen-
tial that determines the path of the median
wage/productivity ratio.

The Productivity Median-Wage Gap
Growth, 1976-2019

Panel A of Chart 2 shows the gap be-
tween growth in productivity and median
wages in Canada for the overall 1976-2019
period, for four cyclically neutral peak-
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Chart 2: Productivity Gap and Median-Wage Growth, 1976-2019 and Sub-periods
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to-peak business cycles (1981-1989, 1989-
2000, 2000-2008, 2008-2019) and for the
incomplete business cycle at the start of
the period of data availability (1976-1981).
Panel B shows the growth rate for produc-

tivity and median wages.9

Chart 3 shows the time series between
1976 and 2019 for labour productivity and
real median wages and three other series
that can be used used to identify the factors

9 See Appendix Table 1 for the growth rates for the components of the gap for all periods. Appendix Table 2
for the absolute contributions of the components to the gap in all periods, and Appendix 3 for the relative
contributions. See Appendix Chart 1 for the labour shares, Appendix Chart 2 for the labour terms of trade,
Appendix Chart 3 for the difference between total compensation and wage, and Appendix Chart 4 for the
inequality component as expressed by the ratio of average to median wages.
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Chart 3: Productivity, Median Average Wages (CPI deflated), and Compensation (GDP
deflated), 1976=100
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explaining the productivity-median wages
gap. These series are labour compensation
deflated by the GDP deflator, labour com-
pensation deflated by the CPI, and aver-
age wages. The overall gap for the com-
plete 1976-2019 period was 0.96 percentage
points.

Based on the accounting framework
presented earlier in the article, growing
inequality between average and median
worker wages accounted for 48 per cent
of this gap, while a decrease in labour’s
terms of trade and in the labour share
of GDP each account for roughly 25 per
cent. Differences between the growth rate
of supplementary labour income and the
labour component of self-employed income
and wage income account for the remaining
part of the gap.

Change in the Productivity-Median
Wage Gap Between 1976-2000 and
2000-2019

The size of gap between labour produc-
tivity growth and median wage growth in
Canada in the first two decades of the 21st
century was one third that of the last quar-
ter of the 20th century: 0.46 percentage
versus 1.36 points. The median worker has
still not been fully benefiting from labour
productivity growth, but he or she is do-
ing much better. In 1976-2000, median
wage growth was negative, resulting in the
median worker receiving no benefit from
labour productivity growth of 1.19 per cent
per year. In contrast, in 2000-2019 median
pay grew 0.53 per cent per year, slightly
more than half the rate of productivity
growth (0.99 per cent). In the 2013-2019
period the situation improved further, with
median wage growth rising to three quar-
ters of productivity growth.

This section provides an in-depth ex-
amination of the relative improvement in
median pay relative to productivity first
from an accounting perspective and then
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Table 1: Basic trends (per cent annual growth)

Factors 1976-
2000

2000-
2019

Difference
between periods

Percentage
contributions

A. Labour productivity 1.19 0.99 -0.2 22.2
B. Labour share of nominal GDP -0.4 -0.06 0.34 -37.8
C. Average real hourly compensation (GDP deflator) 0.78 0.93 0.15 -16.7
D. Average real hourly compensation (CPI deflator) 0.32 0.98 0.66 -73.3
E. Average real hourly wages 0.39 0.83 0.44 -48.9
F. Median real hourly wages -0.17 0.53 0.7 -77.8
G. Productivity– median wage gap 1.36 0.46 -0.9 100
A. Real output per hour worked, constant 2012 dollars. Source: Statistics Canada, see Data Appendix T1 for details
B. Total nominal labour compensation divided by total nominal GDP. Growth rate here shows change in that fraction.
Total labour compensation includes imputed labour income for self-employed. Source: Statistics Canada,
see Data Appendix T5 for details
C. Total labour compensation (including imputed labour income of self-employed and SLI) divided by total hours worked,
deflated with implicit GDP deflator. Source: Statistics Canada, see Data Appendix T6 for details
D. Total labour compensation (including imputed labour income of self-employed and SLI) divided by total hours worked,
deflated with CPI. Source: Statistics Canada, see Data Appendix T6 for details
E. Average annual income from wages, salaries and commissions (excl. self-employed), divided by average hours worked (PA,
incl. self-employed), deflated with CPI. Source: Statistics Canada, see Data Appendix T10 for details
F. Median annual income from wages, salaries and commissions (excl. self-employed), divided by median hours worked,
deflated with CPI. Source: Statistics Canada, see Data Appendix T10 for details
G. Labour productivity (A) minus median hourly wages (E)

Sources: The Centre for the Study of Living Standards (CSLS).

in terms of the fundamental factors driv-
ing the relationship. The growth rates of
the components of the productivity-median
wage relationship in 1976-2000, 2000-2019
and between the periods are first discussed,
and the contribution of the four compo-
nents of the decomposition examined. De-
velopments in Canada between the two
periods are compared with those in the
United States and the United Kingdom.

1976-2000
From 1976 to 2000, labour productiv-

ity, defined as output per hour worked in
the total economy advanced at a 1.19 per
cent average annual rate (Table 1). In con-
trast, real hourly median wages actually fell
0.17 per cent per year. This resulted in a
1.36 percentage point annual gap between
the growth rates of productivity and me-
dian pay. Three factors contribute roughly
equally to this gap. First, the labour share

of nominal income fell from 69.5 per cent of
gross value added in 1976 to 63.1 per cent
in 2000, a 0.40 per cent average annual rate
of decline. This development accounts for
0.40 points or 30 per cent of the gap (Table
2 and 3).

Second, wage inequality rose as real
hourly average wages grew 0.39 per cent
per year, compared to -0.17 per cent for
median wages, a difference of 0.56 points
or 41 per cent of the total 1.36 point gap.

Third, the CPI rose at a much faster rate
than the GDP deflator in 1976-2000, 4.78
per cent per year versus 4.30 per cent, a
difference of 0.46 per cent per year. This
meant that the consumer wage rose more
slowly than the producer wage. Average
hourly compensation deflated by the CPI
rose 0.32 per cent per year compared to
0.78 per cent for average hourly compen-
sation deflated by the GDP deflator. The
difference of 0.46 points accounted for 34

10 The fourth factor, non-wage labour market income, made only a very small contribution to the gap. This

106 NUMBER 41, Fall 2021



Table 2: Explanatory Factors for Productivity-Median Wage Gap (percentage points)

Factors 1976-2000 2000-2019 Difference between periods Percentage Contributions
(A) (B) (C)=(B)-(A) (D)=(C)/-0.90*100

A. Inequality 0.56 0.3 -0.26 28.9
B. Labour’s share of income 0.4 0.06 -0.34 37.8
C. Labour’s terms of trade 0.46 -0.05 -0.51 56.7
D. SLI/Self-employment -0.06 0.14 0.2 -22.2
G. Sum of factors 1.36 0.46 -0.9 100
A. Average real hourly wages (E) minus Median real hourly wages (F)
B. Total nominal labour compensation divided by total nominal GDP (C)
C. Average real hourly compensation deflated with GDP deflator (C) minus Average real hourly compensation deflated
using CPI (D)
D. Average real hourly compensation (D) minus average real hourly wage (E)
G. Sum of all factors

Sources: The Centre for the Study of Living Standards (CSLS).

Table 3: Explanatory Factors for Productivity-Median Wage Gap
(percentages)

Factors 1976-2000 2000-2019 Difference between
Periods

Inequality 41.3 65.9 24.6
Labour’s share of income 29.5 13.2 -16.3
Labour’s terms of trade 33.9 -10.4 -44.3
SLI/Self-employment -4.7 31.4 36.1

Sources: The Centre for the Study of Living Standards (CSLS).

per cent of the gap between productivity
and median pay growth.10

2000-2019
After 2000, the productivity-median

wage growth gap fell by two thirds (0.90
points) from 1.36 points to 0.46 points.
All three factors that made large posi-
tive contribution to the gap in 1976-2000
made smaller contributions, or even nega-
tive contributions in 2000-2019 (Table 2).
After falling significantly in the last quar-
ter of the 20th century, the labour share
stabilized in the first two decades of the
21st century of income more or less sta-
bilized (63.1 per cent in 2000 versus 62.4
per cent in 2019). This factor now only
contributed 0.06 percentage points or 13

per cent to the much smaller productivity-
median wage gap of 0.46 percentage points.

Wage inequality continued to grow af-
ter 2000, but the pace was around one half
that of the pre-2000 period. Median wages
lagged average wages by 0.30 points from
2000 to 2019 (0.53 per cent versus 0.83 per
cent), down from 0.56 points in 1976-2000.
This represented about two thirds of the
0.46 point productivity-median wage gap.

In contrast to the pre-2000 period when
the CPI inflation exceeded that of the GDP
deflator, after 2000 CPI growth was 0.05
percentage points less that GDP deflator
growth (1.88 per cent versus 1.93 per cent).
This means that average hourly compensa-
tion deflated by the CPI rose 0.05 percent-
age points more per year compared to av-

factor encompasses supplementary labour income and the labour component of self-employed income and is
included in total labour compensation. Its rate of growth is reflected in the difference between compensation
growth and wage growth. As wage growth exceeded compensation growth (0.39 per cent per year versus 0.32
per cent) in 1976-2000, non-wage income grew at a slower rate year than wage income. This factor actually
reduced the productivity-median wage gap by 0.07 percentage points or 5 per cent.
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erage hourly compensation deflated by the
GDP deflator (0.98 per cent versus 0.93 per
cent). Instead of contributing significantly
to the gap as it did in 1976-2000, labour’s
terms of trade, defined as the ratio of the
trends in CPI inflation to overall economy
inflation as expressed by the GDP defla-
tor, improved after 2000 and reduced the
productivity-median wage gap.

The fourth factor, non-wage labour mar-
ket income, which had reduced the gap
slightly in 1976-2000, now made a mod-
erate absolute contribution to the gap in
2000-2019, and an important relative con-
tribution. As noted, its rate of growth
is reflected in the difference between com-
pensation and wage growth. Compensa-
tion growth exceeded wage growth in 2000-
2019 (0.98 per cent per year versus 0.83
per cent) since non-wage income such as
employer contributions to social programs
such as CPP outpaced the growth of wage
income. This factor actually boosted the
productivity-median wage gap by 0.14 per-
centage points or 31 per cent,

Change between 1976-2000 and 2000-2019
The explanation for the fall in the

gap between productivity and median wage
growth in Canada between 1976-2000 and
2000-2019 can be approached from two per-
spectives, first developments in the two
variables themselves and second develop-
ments in the variables affecting median
wages, as discussed above.

Two developments directly explain the
fall in the gap by 0.90 points from 1.36
points to 0.46 points after 2000, slower pro-
ductivity growth and much faster median
wage growth. After advancing at 1.19 per
cent per year in 1976-2000, labour produc-

tivity growth fell off to 0.99 per cent in
2000-2019 a fall on 0.20 points, or 22 per
cent of the fall in the gap. The more dra-
matic development was the turnaround in
median wages. After falling 0.17 per cent
per year in 1976-2000, median wages ad-
vanced at a 0.57 per cent average annual
rate in 2000-2019, an improvement of 0.70
percentage points, or 78 per cent of the fall
in the gap,

As was discussed for the 1976-2000 and
2000-2019 periods, four factors mediate the
difference between the growth rates of pro-
ductivity and median wages, the labour
share, labour’s terms of trade, wage in-
equality and non-wage income. To under-
stand changes between periods one looks at
the changes in the absolute contributions of
these four factors to the change in the gap
(Table 2). The largest contribution to the
fall in the gap was made by labour’s term
of trade, which has fallen significantly in
the pre-2000 period and then slightly im-
proved after 2000. This factor experienced
a 0.51 point turnaround between periods
and thus accounted for 57 per cent of the
change in the gap, The relative stabiliza-
tion of the labour’s share after 2000, after
falling before 2000 contributed 0.26 points
to the fall in the gap or 38 per cent. Even
though wage inequality was still rising af-
ter 2000, it was advancing at a slower pace.
This change in growth rates between pe-
riods meant that the contribution of this
factor fell 0.26 points, accounting for 29
per cent of the 0.90 point fall in the gap,
the final factor is the growth of non-wage
income, after making a negative contribu-
tion to the gap in 1976-2000 and a posi-
tive contribution in 2000-2019, the differ-
ence between these two contributions was
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Table 4: The Progressive Positive Improvement of the Economic Situation
of the Median Worker in Canada (average annual per cent or
percentage point change)

Year & changeMedian Wage (%) Prod-Median Wage GapMedian wage/
Prod Growth (%)

1976-2000 -0.17 1.36 -14
2000-2019 0.53 0.46 54
change 0.7 -0.9 68
2000-2008 0.35 0.57 38
2008-2019 0.66 0.38 63
Change 0.31 -0.19 25
2008-2013 0.55 0.5 52
2013-2019 0.75 0.28 73
Change 0.2 -0.22 21

Sources: CSLS estimates based Appendix Table 1.

0.20 points. Unlike the other factors that
were working in the same direction to re-
duce the gap 0.90 points between periods,
this factor worked to increase the gap.

Developments Since 2000 in Canada
Just as the gap between productivity

and median wage growth fell, and shar-
ing of productivity gains for the median
worker improved, between the 1976-2000
and 2000-2019 periods in Canada, the same
trends are observed after 2000 in the 2000-
2008 and 2008-2019 subperiods (Appendix
Table 1). The gap between productiv-
ity and median wage gap growth fell from
0.57 points in 2000-2008 to 0.38 points in
2008-2019 due largely to the virtual end
the upward trend in wage inequality with
the pick-up in median wage growth (0.66
per cent versus 0.35 per cent). The share
of productivity gains going to the median
worker rose from 38 per cent to 63 per cent.

A disaggregation of the 2008-2019 period
into 2008-2013 and 2013-2019 sub-periods
shows a continued improvement of the eco-
nomic situation of the median worker in the
more recent sub-period. The gap between
productivity and median wage growth fell

from 0.50 points in 2008-2013 to 0.28 points
in 2013-2019 due largely to the virtual end
of the upward trend in wage inequality with
the pick-up in median wage growth (0.75
per cent versus 0.55 per cent). The share
of productivity gains going to the median
worker rose from 52 per cent to 73 per cent
between period.

In summary, a comparison of the eco-
nomic situation of the median worker in
Canada shows a progressive improvement
over time (Table 4). Between the last quar-
ter of the 20th century and the most recent
2013-2019 sub-period, the rate of growth of
median pay has risen from -0.17 per cent
per year to 0.75 per cent, the productivity-
median wage gap, although still positive
has shrunk from 1.46 points to 0.28 points,
and the proportion of productivity growth
that the median worker received has shifted
from nothing (-14 per cent) to 73 per cent.

Comparison with Developments in
the United States

The fall in the gap between productiv-
ity and median wage growth identified in
Canada after 2000 has also been observed
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Table 5: A Comparison of the Evolution of the Productivity Median Wage Gaps in Canada, US and UK

Countries Pre-2000 Post-2000
Change between

periods

Productivity
(A)

Median
wage (B)

Gap
(C)

Productivity
(D)

Median
Wage
(E)

Gap
(F)

Productivity
(G)=(D)-(A)

Median
Wage

(H)=(E)-(B)

Gap
(I)=(F)-(C)

US-Mishel
(1973-2000)

1.49 0.13 1.36 1.5 0.41 1.09 0.01 0.28 -0.27

GSS
(1976-2000)

1.2 0 1.2 1.5 0.7 0.8 0.3 0.7 -0.4

UK
(1981-1996 and 2007-2019)

2.38 1.51 0.87 0.2 0.17 0.03 -2.18 -1.34 -0.84

Canada 1.19 -0.17 1.36 0.99 0.53 0.46 -0.2 0.7 -0.9

Note: GSS (Greenspon, Stansbary and Summers) .

in the United States, although to a smaller
degree than in Canada, and also in the
United Kingdom (Table 5).

Mishel and Bivens (2021)) report that
the gap in the United States from 1973
to 2000 was 1.36 points, based on annual
gross productivity growth of 1.49 per cent
and media wage growth of 0.13 per cent.
These growth rates are similar to those in
Canada. In the 2000-2019 period, US pro-
ductivity growth was virtually unchanged
at 1.50 per cent, and median wage growth
picked up to 0.41 per cent, reducing the
growth gap to 1.09 points, This means that
the fall in the gap between periods was 0.27
points in the United States about one third
of the 0.90 fall in Canada. This smaller fall
reflected the much weaker pick-up in me-
dian wage growth in the United States than
in Canada and the failure of productivity
growth to fall off after 2000, as it did in
Canada.

Greenspon, Stansbury and Summers
(2021) finds results comparable to those
of Mishel and Bivens. For the 1976-2000
period, they report labour productivity
growth of 1.20 per cent per year with no
change in median wages over the period,

resulting in a growth gap on 1.20 points
per year. In the 2000-2019 period, produc-
tivity growth accelerated to 1.50 per cent
per year, but median wages picked up even
more to 0.70 per cent, with a reduction in
the gap to 0.80 points with a fall in the gap
of 0.40 points between periods,

As in Canada. the median worker in
the United States has failed to fully benefit
from labour productivity growth since the
1970s, but the gap has fallen after 2000.
According to Mishel and Bivens, the me-
dian worker was receiving only 9 per cent
of productivity growth in the 1973-2000, a
share that rose to 27 per cent after 2000.
With stronger median wage growth after
2000, Greenspan, Stanbury and Summers
find a much greater sharing of productiv-
ity gains for the median worker, from none
in 1976-2000 to 50 per cent in 2000-2019.
It is interesting to note that around 50
per cent of productivity growth went to
the median worker in Canada after 2000.
While this represents an obvious improve-
ment over the pre-2000 situation in both
countries, it falls well short of the full shar-
ing of the benefits of productivity growth.

Mishel and Bivens (2021:Table 1) use the
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same framework to decompose the factors
explaining the divergence between produc-
tivity growth and median wages for the
United States that this article uses for
Canada. They find that in the 1973-2000
period it was the large increase in wage in-
equality that accounted for the lion’s share
of the gap (o.6 points of x per cent), with
no contribution from a falling labour share.
After 2000 the contributions of the two
factors were similar. The fall in the gap
between periods can be explained by the
slower pace of increase of wage inequality.in
the post-2000 period as well as the virtual
end of faster consumer prices growth rela-
tive to producer prices.11

Comparisons with Developments in
the UK

In the most recent study on decou-
pling in the UK (Teichgräber and Van
Reenen, 2021), the pre-2000 and post-2000
productivity-median wage gap comparisons
requires an analysis of the 1981-1996 and
2007-2019 periods.12 In the first period
labour productivity advanced at a 2.38 per
cent per year, compared to 1.51 per cent for
median wage growth, a gap on 0.87 points.
In the second period, productivity growth
collapsed to 0.21 per cent year, but median
wage growth also fell to 0.17 per cent. A

gap of only 0.04 points. In other words,
the gap between productivity and median
wage growth fell 0.84 points between peri-
ods. But the median worker was enjoying
much fast wage growth in the first period
when wage growth was strong even though
he or she was only receiving 63 per cent
of productivity gains, compared to the 81
per cent in the second period when wage
growth was virtually non-existent. This is
explained by the simple fact that 63 per
cent of 2.48 is much greater than 83 per
cent of 0.21. It is thus both the magnitude
of the productivity growth rate and the
sharing of this growth rate that determines
the rate of growth of median wages. In the
UK the problem for workers in the 21st
century (or at least since 2007) has been
the collapse of labour productivity growth
(Oulton, 2019). In contract, in Canada and
the United States, the problem has been
the continued unequal sharing of the bene-
fits of productivity growth.

Explaining the Progressive Rel-
ative Improvement of Median
Wages in Canada13

This article has shown that the median
worker in Canada fared very poorly dur-
ing the last quarter of the 20th century,
with the median wage falling despite pos-

11 Like Canada, the productivity-median wage gap has fallen in the United States since 2000. Between the
2000-2007 and 2007-2017 periods, the annual gap fell from 1.73 points to 0.74 points (Mishel and Bivens,
2021: Table 1). But the reasons for this development differ fundamentally between countries. As was noted
earlier in Canada the fall in the gap between these periods was driven by the pick-up in median wages. In
contrast, in the United States almost all the decline was caused by the massive fall-off in labour productivity
growth from 2.19 per cent in 2000-2007 to 1.11 per cent. In 2007-2019. Median wage growth in the United
States was actually slower in 2007-2019 than in 2000-2007 (0.33 per cent versus 0.65 per cent.

12 Growth rates are also available for the 1997-2007 period, which overlaps both centuries.

13 For a review of the literature on the factors affecting wages, see Ashwell (2021).

14 See the articles in Banting, St Hilaire, Sharpe (2001) for discussion of economic conditions in Canada bin the
1980s and 1990s.

INTERNATIONAL PRODUCTIVITY MONITOR 111



Chart 4: Unemployment Rate in Canada, 1976-2019
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itive productivity growth.14 The situation
has progressively improved during the first
two decades of the 21st century, although
by the latter part of the period the median
worker was still not receiving the full bene-
fits of productivity growth. What explains
this relative improvement?

At a general level, it is bargaining power
that determines the proportion of produc-
tivity growth or gains that goes to work-
ers (Summers and Stansbury, 2020; Dufour
and Russell, 2015). Wage growth depends
on both the rate of productivity growth and
bargaining power so the latter is not the
only story to explain wage growth. Weak
productivity growth leads to weak wage
growth even though bargaining power may
remain unchanged, as has been seen in
the UK in the 2007-2019 period. But in
Canada productivity growth actually fell
off after 2000 (0.99 per cent per year in
2000-2019 versus 1.19 per cent in 1976-
2000) so stronger median wage growth is
not due to an improved productivity per-

formance. This means that the fall in the
productivity-median wage gap in Canada
is due to higher growth of the median wage
reflecting improved bargaining power of the
median worker.

Worker bargaining power is affected
by demand and supply conditions in the
labour market. Three key determinants of
these conditions are the tightness of the
labour market, as captured, for example,
by unemployment rate, the collective bar-
gaining power of workers as represented by
the unionization rate, and globalization as
shown by the import share.15 Mishel and
Bivens (2021) show that these three factors
account for most of the gap between pro-
ductivity and median wage growth in the
United States over the 1979-2019 period.
This article will show that developments on
these three factors can account for the 0.90
point fall in the gap in the productivity-
median wage growth in Canada between
1976-2000 and 2000-2019.

15 The nature of technological change may also be a factor affecting bargaining power, particularly for low-level
skill groups who are affected by skill-biased technological change.
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Chart 5: Unionization Rates in Canada, 1976-2019
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Labour market tightness
There are many measures of the de-

gree of tightness in the labour market, but
the most widely used is the official unem-
ployment.16 Chart 4 shows the evolution
of the unemployment rate in Canada from
1976 to 2019. The downward trend after
2000 is readily apparent. The unemploy-
ment rate averaged 9.1 per cent from 1976
to 2000, then fell 2.1 points to average 7.0
per cent in 2001-2019. The recessions in
the early 1980s and early 1990s resulted
in large spikes in the unemployment rate,
which took many years to unwind. The re-
cession in 2008-2009 saw a much smaller
run-up in the unemployment rate. In the
second half of the 2010s the unemployment
rate was fell below 7 per cent, reaching a
low of 5.5 per cent in 2019. A key ex-
planation for this improvement in macro-
economic conditions has been the transi-
tion from a regime of high real interest rates
in the 1980s and 1990s to much lower rates
in the 2000s and 2010s.

The high unemployment rate of the last
quarter of the 20th century thus con-
tributed to the inability of workers to main-
tain their purchasing power, with the me-
dian wage falling in real terms, despite pro-
ductivity growth of over 1 per cent per year.
The lower unemployment rate after 2000
allowed the workers to obtain higher wages,
although still below the pace of productiv-
ity advance. Only in the second half of the
2010s when the unemployment rate fell be-
low 7 per cent did median wage growth be-
gin to approach productivity growth (0.75
per cent per year versus 1.03 per cent in
2013-2019).

Collective bargaining power
The rate of unionization is a well known

measure of collective bargaining power.
Chart 5 shows the evolution of the union-
ization rate in Canada from 1976 to 2019.
The downward trend is readily apparent,
especially before 2000. The unionization
rate averaged 35.0 per cent per cent from

16 Additional measures of slack in the labour market are job vacancies and labour underutilization measures that
include discouraged worker and involuntary part-time workers. These measures are strongly correlated with
the unemployment rate.
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Chart 6: Merchandise Imports as Share of GDP in Canada, 1976-2019
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1976 to 2000, then fell 5 points to average
29.6 per cent in 2001-2019. There was a
strong union movement in Canada in the
1950s, 1960s and 1970s. For a variety of
reasons union fortunes started to fall in
the mid-1980s, with the unionization rate
plummeting from 38 per cent in 1984 to
30.5 per cent in 2000.17 Since 2000, there
has been a continued downward trend al-
though at a much slower pace with the
unionization rate, down a further 3 points
to 28 per cent by 2019.

The sharply falling unionization rate in

pre-2000 period is consistent with the in-
ability of the median worker to maintain
his or her purchasing power.18 The much
smaller declines in the unionization rate af-
ter 2000 means the effect of deunioniza-
tion, such as the adoption of two-tier wage
schemes on pay increases, were less allow-
ing, more opportunity for median real wage
growth.

Globalization
Globalization can have myriad impacts

on the bargaining power of labour through
various channels.19 A well-used indicator of

17 For an analysis of this decline, see (Morissette, Schellenberg, Johnson, 2005).

18 Dufour and Russell (2015) find union membership to be positively correlated with productivity-wage trans-
mission in Canada at the 10 per cent significance level, and Card et al. (2004) show evidence that the decline
in unionization in the United States and UK has contributed to higher income inequality in those countries.
Mishel and Bivens (2021) argue that policy-driven erosions of bargaining power are the primary causes of
workers’ .

19 For example, Autor et al. (2020) and Schwellnus et al. (2017) have documented, how globalization has al-
lowed successful firms to become dominant at a scale which was previously impossible and become so-called
“superstar firms”. This dominance can translate into monopsony power, meaning that large firms responsible
for employing large shares of employees in a particular market have disproportionate power in that market.
The scale of these firms can also translate into monopoly power in the product market, meaning they can
raise consumer prices and obtain higher profits for capital in the form of monopoly rents, and thus reduce
the labour share in that industry (Autor, Katz, Kearney, 2006). Autor et al. (2006) and Goldin and Katz
(2007) propose the “skills-biased technological change” theory whereby technological changes and automation
have led to higher demand for highly-skilled labour and lower demand for workers in the middle and bottom
of the earnings distribution, thus increasing inequality. The increasing globalization of production in general
and manufacturing in particular has also been proposed as a contributor to rising within-country inequality
(Katz Murphy, 1992). Helpman (2016) summarizes the relevant literature on this hypothesis and finds that
globalization and trade have had a “significant, yet modest” impact on wage inequality.
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globalization is the import share, showing
inability to capture the full gains of pro-
ductivity. Chart 6 shows the evolution of
the share of merchandise imports in GDP
in Canada from 1976 to 2019. In the pre-
2000 period this share was on a strong up-
ward trend, rising from 17 per cent in 1976
to 32 per cent in 2000, with the lion’s share
of the increase taking place after 1990. Af-
ter the 2000 peak the import share fell and
by 2019 was at 27 per cent, still well above
the pre-1990 level.

The jump in the import share from
1990 to 2000 was due to the implementa-
tion of the Canada-US Free Trade Agree-
ment (FTA) starting in 1990 and the
North American Free Trade Agreement
(NAFTA) starting in 1994. These agree-
ments boosted Canada’s trade with the
United States and Mexico, giving employ-
ers the opportunity to relocate produc-
tion facilities in the country that minimizes
labour costs while maintaining market ac-
cess to all three countries. A number of
manufacturers relocated production from
Canada to lower-wage locations in the U.S.
South and Mexico. The threat of relocation
in the manufacturing sector also reduced
the bargaining power of workers in wage
negotiations and had negative spillover ef-
fects on wages in other sectors. The fall in
the growth rate of median wages from 0.18
per cent per year in the 1981-1989 period
to -0.20 per cent in 1989-2000 is consistent
with this reduction in worker bargaining
power. By the 2000s after firms had time
to adjust to the new trade regimes, some
of the downward pressure on wages from
lower trade barriers may have dissipated.
This is consistent with the pick-up in me-
dian wage growth to 0.35 per cent per year

in 2000-2008, a turnaround of 0.55 points
from 1989-2000.

In addition to the implementation of the
FTA and NAFTA in the 1990s, the ac-
cession of China to the WTO lead to in-
creased imports from China. The rise in
the China’s share of total Canadian im-
ports was limited in the 1990s, from 1.8 per
cent of total imports in 1990 to 3.4 per cent
in 2000 (Murray, 2017:Table x) so this de-
velopment accounted for little of the over-
all rise in the import share of GDP in the
1990s. The globalization associated with
increase imports from China was concen-
trated in the first decade of the 21st century
when imports from China rose from 3.5 per
cent of total Canadian imports in 2000 to
13 per cent in 2010. Since then, the share
has exhibited limited further progress at 14
per cent in 2015. This leveling off the neg-
ative effect of China trade on bargaining
power of Canadian workers with the stabi-
lization of the China import share in the
2010s is consistent with the pick-up of me-
dian wage growth to 0.66 per cent in 2008-
2019 from 0.35 per cent in 2000-2008.

Conclusion
Reprising the quotation from The

Economist at the beginning of this article
that it is the median wage, not profit or
share price, that is to be used to judge eco-
nomic progress of an economy or society,
one must conclude that progress in Canada
over the 1976-2019 has been meager. Both
profits and share prices have done well, but
the median wage has advanced at only 0.14
per cent per year despite labour productiv-
ity growth of 1.10 per cent per year. About
one half of this gap of 0.96 points between
productivity and median wage growth is
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due to growing wage inequality, as mani-
fested by faster growth of average versus
median wages, with one quarter due to the
fall in labour share of income and a sec-
ond quarter arising from the fall in labour’s
terms of trade, as reflected in the faster in-
crease in the CPI compared to the GDP
deflator. The median worker’s limited eco-
nomic progress reflects their weak bargain-
ing power to obtain wage increases from
employers, compared to workers in the top
half of the wage distribution who did con-
siderably better. This weak bargaining
power of the median worker in turn reflects
a number of factors, especially high unem-
ployment, falling unionization rates, and
globalization leading to increased compe-
tition from imports.

Despite this dismal overall assessment of
the economic progress of Canadians over
the last near half century, a more nuanced
picture emerges when the period is broken
into sub-periods. In particular, the first
two decades of the 21st century have expe-
rienced much more economic progress, with
the median wage advancing 0.46 per cent
per year compared to a fall of 0.17 per cent
per year in the last quarter of the 21st cen-
tury. With productivity growth relatively
stable between periods at around 1 per
cent, the pick-up in median wages reduced
the gap between productivity and median
wage growth by two thirds from 1.36 points
to 0.46 points between 1976-2000 and 2000-
2019. Since 2000, the median worker has
received about one half of the gains from
productivity growth, still very far from a
full and equitable sharing, but a dramatic
turnaround from the pre-2000 period when
the median worker received no benefit from
productivity growth. In the 1976-2000 pe-

riod, the bargaining power of workers fell
dramatically due to high unemployment,
falling unionization rates and a rising im-
port share. After 2000, these trends re-
versed or stabilized, improving the bargain-
ing power of workers.

The situation of the median worker looks
even better the closer one approaches the
present. Median wage growth was higher
over the 2008-2019 business cycle than over
the 2000-2008 cycle (0.66 per cent per years
versus 0.35 per cent). It was also higher
during the second part of the most recent
business cycle than the first half (0.75 per
cent in 2013-2019 versus 0.55 per cent in
2008-2013. Indeed, in this most recent
period the worker median was receiving
nearly three quarters of the benefits of pro-
ductivity growth. It is no coincidence than
during this most recent period labour de-
mand was strong, with the unemployment
rate falling below 7 per cent and reaching
a low of 5.5 per cent in 2019, the first time
since the 1960s that a rate this low had
been achieved.

A fully employed economy characterized
by strong demand for the skills of work-
ers in the bottom half of the wage distri-
bution is the key to ensure that the me-
dian worker receives an equitable share of
the real income benefits generated produc-
tivity growth. The current situation of ro-
bust labour demand and widespread labour
shortages, as evidenced by the record num-
bers of job openings, has boosted median
wage growth If this situation continues in
the years to come, the economic progress in
the Canadian economy and society will sig-
nificantly outpace the dismal overall perfor-
mance recorded over the 1976-2019 period,
especially the 1976-2000 period.
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Is Egypt Really More Productive
than the United States? The
Data behind the Penn World
Table

Robert Inklaar and Pieter Woltjer
Groningen Growth and Development Centre

University of Groningen1

Abstract

A new feature in recent versions of the Penn World Table (PWT) is data on comparative

levels of total factor productivity (TFP) across countries. TFP is defined as the efficiency

with which inputs are transformed into outputs, and differences across countries can be

due to factors such as better technology or better resource allocation. Yet, surprisingly, in

PWT version 10.0, a number of low-income countries have a TFP level well above that of

the United States. In this article we discuss the case of Egypt in 2017. PWT then reports

a productivity level that is 23 per cent higher than that of the United States despite having

an income level of only one fifth of the US level. We trace this anomalous outcome to the

underlying data on comparative inputs. A fully satisfactory answer to the question in the

title is elusive at this point, but the analysis highlights the data challenges that affect TFP

level estimates, alongside more familiar modeling and measurement challenges.

One of the benefits of the develop-
ment of the System National Accounts,
and subsequent global measurement ef-
fort, is comprehensive and consistent cross-
country data on consumption, investment
and production. These data, in turn, can
be used to systematically account for the
sources of economic growth (Solow, 1957).
Growth accounting leads to estimates of to-

tal factor productivity (TFP) growth, de-
fined as the growth in output that cannot
be accounted for by growth of factor inputs,
capital and labour. Similarly, the develop-
ment of measures of comparative levels of
prices and output for a large set of coun-
tries (Kravis, Heston and Summers, 1978),
opens the door for development account-
ing, which aims to assess how much of the

1 Robert Inklaar is Professor of Economics at the University of University of Groningen. At the time of writ-
ing, Pieter Woltjer was a postdoctoral researcher at the University of Groningen. The authors thank three
anonymous reviewers and the editors, Bart van Ark and Andrew Sharpe, for their thoughtful comments and
suggesstions. Any remaqining errors are our own. Email: r.c.inklaar@rug.nl; p.j.woltjer@gmail.com.
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differences in income levels across countries
can be accounted for by differences in input
levels. The residual variation is variation in
TFP levels across countries.

A result from the development account-
ing literature is that approximately half of
the variation in GDP per worker can be
accounted for by variation in factor inputs
and the other half due to variation in TFP
levels.2 An implication of this result is that
TFP levels show less variation than GDP
per worker levels. For example, data for
2017 from the Penn World Table (PWT)
version 10.0 show that the GDP per worker
level of a country in the 95th percentile of
the country distribution is 25 times higher
than that of a country in the 5th percentile.
For TFP levels, the multiple is only 3.6.3

This substantial cross-country variation
makes understanding why TFP levels dif-
fer an important research question. Two
broad (proximate) explanations can be rel-
evant, namely that individual firms are less
productive in one country than another, for
example because of differences in technol-
ogy adoption (Comin and Hobijn, 2010), or
the allocation of resources between firms
may be less efficient (Jones, 2011). Re-
gardless of which of these explanations is
most important, it implies that a high-
productivity economy is more efficient in
meaningful ways.

To the extent that high-productivity
economies are also high-income economies,
this implication seems to fit many people’s

priors. But in PWT, 10.0 some countries
with income levels that are comparatively
low exhibit TFP levels that exceed the TFP
level of the United States. The most ex-
treme example is Egypt, which in 2017
had a TFP level in PWT that was 23 per
cent higher than in the US level, despite
a GDP per capita level that is only one-
fifth of the US level. Yet concluding that
Egypt’s firms are more technologically ad-
vanced or its economic system more suc-
cessful in allocating resources to produc-
tive firms and industries than the United
States may strike observers as implausible.
Put simply, if Egypt’s economy were truly
so efficient, why are Egyptians not richer?4

Before drawing that conclusion, it is im-
portant to realize that measured TFP lev-
els are the outcome of choices (and con-
straints) regarding the model, measure-
ment and data. Modelling choices are
about the underlying economic model and
its assumptions, measurement choices are
about how concepts of output and input are
defined and measured, while data choices
are about the approximations and assump-
tions that are necessary to operationalize
the output and input concepts that the ear-
lier choices prescribe. In this article, we
emphasize choices and constraints regard-
ing data; below we provide some discussion
and examples of model and measurement
choices.

In this article, we give an overview of the
model, measurement and data choices that

2 See, for example, the surveys by Caselli (2005) and Hsieh and Klenow (2010).

3 See Feenstra, Inklaar and Timmer (2015) for the more recent version of the Penn World Table and section two
from a summary

4 Whenever we talk of an economy being more or less productive or efficient, this should be read as a statement
about total factor productivity (TFP), unless otherwise noted.
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underlie TFP level data in the Penn World
Table, version 10.0 (Feenstra, Inklaar and
Timmer, 2015). We then zoom in on the
case of Egypt as a marked outlier in terms
of measured TFP level and we focus on
data for 2017. We compare Egypt to a
group of countries in the Middle East and
North Africa region, because cultural, cli-
matic or geographic factors may have a
similar impact on outputs and inputs in
these countries. We also compare Egypt
to a group of countries at a similar income
level, as income may affect outputs and
inputs similarly. We find that, compared
to these regional and developmental peer
groups, Egypt has a low employment rate,
low investment rate and a high price level
of capital.

We compute counterfactual TFP levels,
replacing observed Egyptian values by av-
erage values from the two peer groups and
these counterfactual TFP levels are notably
lower than observed ones. However, it is
the combination of the three factors (em-
ployment, investment and capital prices)
that leads to Egypt’s status as a TFP out-
lier. This is clearly a conundrum for data
users. Throwing out Egypt or any other
country raises the question what the crite-
rion should be and no simple criterion for
the underlying data presents itself.

Earlier versions of PWT have reported
letter grades to provide a sense of data
quality but following the same grading logic
would give Egypt the second-highest data-
quality grade. Likewise, of the set countries
with a statistical capacity number, Egypt
is in the top 10 per cent. At the same
time, accepting these numbers is hard as
well, as discussed above. From the per-
spective of developers of the Penn World

Table, there is no clear solution to this co-
nundrum, other than to outline why it is
such a conundrum.

The choice to focus on Egypt in 2017
should not be taken to imply that this is
the only problematic case. For 59 of the 66
years for which PWT reports TFP level es-
timates for Egypt, the TFP level exceeds
the US level. And beyond Egypt, there
are 45 other countries for which PWT re-
ports TFP levels that are higher than in
the United States for one or more years.
Many of those countries, such as Belgium,
the Netherlands and Taiwan, have high
income and labour productivity levels, so
high TFP levels are no surprise. But this
list also includes countries, such as Gabon
and Jordan with notably lower income and
labour productivity levels. We could also
use the relationship between income level
and TFP level to identify outliers and,
again, there is a broader range of countries
and years that deviates substantially from
the cross-county pattern and could be clas-
sified as outliers. Despite this longer set of
problematic/remarkable cases, focusing on
the case of Egypt can be useful to illustrate
how researchers may use the PWT data to
gauge the plausibility of figures they are in-
terested in. Those with a specific interest
in data for one country may especially ben-
efit from such a diagnostic approach before
deciding how to proceed.

As discussed earlier, our emphasis in this
article is on data choices and constraints,
leaving aside modelling and measurement
choices. The typical model underlying TFP
level estimates is the Solow model and its
assumptions on constant returns to scale,
perfect competition, Hicks neutral techni-
cal change and no complementarities be-
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tween inputs. Many of these modeling
choices have been criticized, primarily in
the context of growth accounting (Hul-
ten, 2010). A general assessment of how
changing these assumptions would affect
estimated TFP levels is hard to give, but
the impact could be substantial. Alterna-
tively, different modelling choices may pri-
marily affect the interpretation. As shown
in Basu et al. (2020), traditional ‘Solow
residual’ measures of TFP may still be rel-
evant for consumer welfare, even if Solow-
model production-side assumptions are not
satisfied. This is because the Solow residual
still reflects the trade-off between the out-
put available for consumption versus the ef-
fort, in terms of labour hours supplied and
deferred consumption that is used for in-
vestment, that is needed to produce that
output.

Measurement choices also have an im-
portant impact on estimated TFP levels.
For example, Lagakos et al. (2018) show
that workers in high-income countries ac-
cumulate more human capital on the job
than those in lower-income countries, an
effect that is not accounted for in tradi-
tional measures of human capital (as used
in PWT). As a result, factor input variation
in PWT would be understated while TFP
variation is overstated. Similarly, the pro-
ductive use of subsoil assets, such as oil or
iron ore, is typically not included as part of
factor inputs, even though rents from their
extraction are an important contributor to
GDP in resource-rich countries in (predom-
inantly) the Middle East and Africa. As
Freeman, Inklaar and Diewert (2021) show,
this omission of subsoil assets as a factor in-
put leads to an overstatement of TFP levels
in those countries.

It is important to note that TFP is —
by construction — a residual and any mea-
surement or data problem in output or
inputs will be reflected in that number.
Given the conceptual and practical chal-
lenges in measuring input of human and
produced capital, this could prompt users
to rely on measures that are less sensitive to
such problems, such as comparative labour
productivity. Such a choice risks throwing
away the baby with the bath water as the
TFP estimates for Egypt in 2017 (and a
set of other countries and years) are out-
liers to a broader pattern of factors input
use and productivity that fits more closely
with economic intuition and theories. But,
again, caution may be in order when zoom-
ing in on specific countries.

The article contains six sections. We first
give a brief introduction to the Penn World
Table in its current form in Section 1. In
Section 2, we introduce a general develop-
ment accounting framework that we use to
measure TFP levels and that can be used to
identify outliers. Section 3 covers the mea-
surement of output and inputs in PWT.
Section 4 presents the results of a devel-
opment accounting analysis for 2017, fol-
lowed in Section 5 by an in-depth analysis
of the case of Egypt. Section 6 provides
some concluding remarks.

The Penn World Table
The Penn World Table has a long his-

tory, originating in the pioneering work
by Irving Kravis, Robert Summers and
Alan Heston at the University of Pennsyl-
vania to develop measures of comparative
price and income levels that started in the
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1960s.5 The core feature of PWT has al-
ways been to combine National Accounts
data on GDP, divided into consumption,
investment and net exports, with data on
comparative price levels for those same ex-
penditure categories from the International
Comparison Program (ICP) produced by
the World Bank (2020). The result is
a measure of “real GDP” that allows for
comparisons of comparative income levels
across countries, rather than only over time
as in country National Accounts. And
while ICP comparisons have been done at
substantial intervals (5–6 years or more
apart) and for an initially small group of
countries, PWT has always provided an-
nual data for global comparisons.

The article that introduced PWT ver-
sion 5, Summers and Heston (1991), re-
mains one of the most highly cited research
papers in economics, in part due to its
ubiquitous use in the literature on cross-
country growth regressions but also as a
standard dataset for measures of compara-
tive income levels for most countries in the
world since 1950.

With the release of PWT version 8.0
in 2013, the development of the database
moved to the University of Groningen and
the University of California, Davis. Feen-
stra, Inklaar and Timmer (2015) launched
the “Next Generation of the Penn World
Table”, which introduced a series of mea-
surement innovations:

1. Rather than relying on a single bench-
mark/reference year for comparative price
levels, use each price benchmark. For ex-

ample, PWT 7.0 and 7.1 were based on rel-
ative price data from ICP 2005 for the year
2005. For other years, relative prices are es-
timated based on inflation of each country
relative to the reference country, the United
States. In comparison, since PWT 8.0,
relative prices for 1970 are based directly
on data from ICP 1970 (for participating
countries). This approach means that new
releases of ICP do not lead to potentially
major shifts in comparative income rank-
ings going back in time, an approach that
has since been adopted for more recent
years by the World Bank (2020).

2. In earlier versions of PWT (and cur-
rently still in ICP), no explicit information
was available about the relative prices of
exports and imports. But in a world with
many differentiated products and incom-
plete passthrough of exchange rate move-
ments into prices, this is a substantial
omission. As demonstrated in Feenstra
and Romalis (2014), relative prices of im-
ports and exports do vary substantially.
Feenstra, Inklaar and Timmer (2015) pro-
vide a conceptual framework demonstrat-
ing the importance of accounting for these
prices differences to draw sensible conclu-
sions about the productive capacity of dif-
ferent economies.

3. PWT has traditionally emphasized
measures of GDP, with a split by major
expenditure category. However, for many
questions, it is important to not only ac-
count for relative output, but also for rel-
ative inputs and productivity. Measures of
comparative inputs and productivity were

5 A comprehensive history of their work and the development of the International Compari-
son Program (ICP) can be found here: https://www.rug.nl/ggdc/productivity/pwt/related-research-
papers/hestonicpmemoir2017.pdf.
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introduced in PWT 8.0 and refined subse-
quently; we discuss this in more detail be-
low.6

In 2021, version 10.0 of PWT was re-
leased, covering data for 183 economies
and the period 1950–2019. The main data
table, as well as a range of supporting
datasets and documentation is available at
www.ggdc.net/pwt.

Development Accounting
The tool we rely on to identify outliers

in TFP levels is development accounting,
which is typically used to assess the de-
gree to which variation in observed per-
capita factor inputs — capital and labour
— can account for variation in output per
capita. As we show in this section, one
other outcome of such an analysis is to
highlight the average relationship between
factor inputs or productivity and output,
i.e. countries with higher levels of out-
put per capita tend to have higher levels
of inputs per capita and higher productiv-
ity. Using this result, we can identify coun-
tries that fall outside this average range for
more detailed scrutiny. The remainder of
this section introduces the development ac-
counting conceptual framework, but can be
skipped without loss of continuity.

As detailed in Caselli (2005), the typical
starting point in development accounting is
an aggregate production function for coun-
try m:

Ym = Amf(Km, Lm) = Amf(Kα
mL

1−α
m )

(1)
A country’s GDP, Y, is produced using pro-

duction function f with input of capital
K with input of capital L and labour and
productivity level A. In equation (1) we
assume a constant-returns to scale Cobb-
Douglas production function with a con-
stant output elasticity of capital α for expo-
sitional simplicity; in the implementation
we rely on a translog production function.

Let a lower-case variable denote a quan-
tity divided by country population, Pm,
and let us express per capita quantities rel-
ative to the United States, to be indicated
by a ∼ .

This means that relative GDP per capita
can then be expressed as

ỹm ≡ Ym/Pm
YUS/PUS

Based on equation (1) and this notational
convention, we can decompose a country’s
GDP per capita level relative to the United
States into the contribution from differ-
ences in factor inputs and differences in
productivity levels:

As discussed in Hsieh and Klenow
(2010), this accounting for differences in
GDP per capita levels answers the hy-
pothetical question: by how much would
GDP per capita increase if one of the
factor inputs or productivity were to in-
crease, holding constant the other two ele-
ments. This can be a sensible hypothetical
when comparing growth over a short pe-
riod of time as it is plausible to assume that
the economy has not yet moved from one
steady state to another. Yet when compar-
ing across countries, it seems more plausi-

6 Some earlier versions of PWT did include measures of comparative capital stocks. In much of the literature on
development accounting, researchers estimate their own measures of capital and productivity (Caselli 2005).
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ble that the comparison is between coun-
tries in a (Solow model) steady state, i.e.,
where the investment response to the level
of technology has worked itself out. Hsieh
and Klenow (2010) argue that a more sensi-
ble hypothetical in a cross-country context
would be based on:

ỹm = Ã
1

1−α
m

(
k̃m
ỹm

) α
1−α

˜lm (2)

logỹm = ( 1
1 − α

)logÃm+

( α

1 − α
)log k̃m

ỹm
+ log ˜lm

(3)

This equation rearranges the production
function in intensive form, with the expres-
sion in logs in the second row. The ben-
efit of this expression is that it accounts
for the endogenous response of investment,
and thus capital stocks, to differences in
human capital and productivity. This fol-
lows the logic of the Solow growth model,
in which the capital/output ratio of a coun-
try is constant in the steady state.7 This
is particularly relevant in a cross-country
context, where differences in steady states
are likely a larger factor in accounting for
income differences than different positions
relative to the steady state. Put differ-
ently, this decomposition does justice to the
idea that an important reason for low cap-
ital levels in low-income countries is that

productivity and human capital levels are
lower.

Output and input levels in equation (3)
are expressed in per-capita terms. As we
also discuss in Section 4, labour input is
an estimate of total hours worked, adjusted
for the impact of schooling levels, l = L

P =
(N∗Ha)∗h

P ,where N is the number of work-
ers. Ha is the average number of hours
worked 8 and h is an index of the average
years of schooling with an assumed rate or
return to schooling. Capital input is based
on capital stocks by asset, weighted using
rental price weights.9

Equations (1)–(3) assume a fixed output
elasticity of capital α. In PWT we follow
Jorgenson and Nishmizu (1978), Schreyer
(2007), Feenstra et al. (2015) and Inklaar
and Diewert (2016) and assume a translog
production function. From PWT 9.1 on,
we also rely on a multilateral index, mean-
ing the factor output and inputs are com-
pared relative to a hypothetical average
country based on all countries in our sam-
ple c = 1, ..., C. Given the translog produc-
tion function we assume, the multilateral
Törnqvist input index can be expressed as:
logQm =α

[
logKm − logK

]
+

(1 − αm)
[
logLm − LogL

] (4)

with αm ≡

1
2( rmKm

RmKm +WmLm
+

7 In the Solow model, the parameters define a steady-state level for the capital/worker level and that implies a
corresponding steady-state GDP/worker level. If productivity increases, then the marginal product of capital
is higher at the initial capital/worker level, leading to new investment and a rise in the capital/worker and
GDP/worker level. The capital/output ratio is the same in the initial and the new steady state.

8 Data on average hours worked are not available for all countries. When not available, we assume that average
hours worked in the country equal those in the United States, so that relative TFP estimates (US=1.00) are
not affected. See Section 6 for some further discussion of this assumption.

9 See Inklaar et al.. (2019) and the discussion in Section 3.
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1
c

C∑
c=1

rcKc

rcKc +WcLc
)

the two-country average share of capital in-
come in GDP, and logK the cross-country
average of capital input levels, logK ≡
1
c

∑
c logKc. Equation (4) gives the in-

put index relative to a hypothetical av-
erage country, but that index can be ex-
pressed relative to any reference country,
such as the United States. This implemen-
tation of α implies assuming constant re-
turns to scale, so that total income equals
total cost, and perfect competition in fac-
tor markets so that inputs are used up to
the point where marginal product equals
marginal costs.

To identify extreme values of relative
TFP and the factor output and inputs, we
will assess the role of each term in equation
(3) in accounting for income differences by
estimating the following regressions:

1
1 − αm

log(Ãm) = βAlog(ỹm) + εKm (5)

αm
1 − αm

log( k̃m
ỹm

) = βAlog(ỹm) + εKm (6)

log( ˜lm) = βAlog(ỹm) + εAm (7)

These equations use the expression in
the second row of equation (3), so after
taking logs. That expression states that
the log of relative GDP per capita, ỹm is
equal to the contribution from productiv-
ity differences, 1

1−αm log(Ãm), the contribu-
tion from differences in the capital/output
ratio, αm

1−αm log(
(
k̃m
ỹm

)
and the contribution

from differences in labour input, log( ˜lm).
To assess how much each of these three fac-

tors contributes to the overall variation in
GDP per capita, we run regressions 5–7.

Since the sum of the dependent variables
equals the independent variable, the coef-
ficients βA, βK and βL add up to one and
can inform us of the relative importance of
each term in accounting for cross-country
income differences. This approach for as-
sessing the contributions to income differ-
ences was first used in Inklaar et al. (2019).
Compared to the variance decomposition of
(Caselli, 2005), this approach has as a ben-
efit that covariances between inputs need
not be separately accounted for. We will
use these equations here not to assess the βs
but to identify outliers, i.e. countries that
are far outside the typical cross-country
relationship between inputs, productivity
and income levels. But, first, implement-
ing equations 5-7 requires data on relative
output and input levels.

Measurement of Output and In-
puts

Current price GDP
We estimate real GDP by dividing GDP

at current prices, in national currency, by
purchasing power parities (PPPs) to cor-
rect for differences in prices across coun-
tries. "Real" in this context should thus be
read as "in units comparable across coun-
tries". Nominal GDP data is readily avail-
able from the National Accounts as pub-
lished by the United Nations. The primary
contribution of PWT is in the estimation
of PPPs at the level of consumption, in-
vestment, the trade balance and GDP for
a long period of time.

As discussed in the previous section, the
more recent versions of PWT - including
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PWT 10.0, which we use in this article
– use all available PPP benchmark data
for estimating the PPP time series. So,
if a country participated in, for example,
the ICP comparison for 1980, then the
PPPs for 1980 are based on data from
that comparison. As the relative prices
for final consumption and trade are now
based on linked benchmark data, the an-
nual changes in the price levels and real
GDP are no longer (automatically) consis-
tent with growth rates as reported in the
national accounts, since (in general) con-
secutive PPP benchmarks are not consis-
tent with national inflation.10

To facilitate research into economic
growth of a single country over time, PWT
also includes a GDP volume series with the
growth rates over time identical to those in
the National Accounts. In this article, we
use the data for 2017, the year in which
the most recent ICP benchmark compar-
ison was held and the reference year for
PWT 10.0. Using data for a benchmark
year helps focus on the role of input data
for productivity. The methods for esti-
mating output and capital prices for non-
benchmark years do not play a role.

Human capital
In PWT version 8.0, a human capital

index based on the average years of school-
ing from Barro and Lee (BL, 2013) was
introduced. The years of schooling were
weighted using assumed rates of return to
education, based on Mincer equation esti-
mates by Psacharapoulos (1994).11 This
followed the approach of Caselli (2005) and
assumes an average return on the first four
years of 13.4 per cent, a rate of 10.1 per
cent on years 5 to 8 and 6.8 per cent on
every year of schooling beyond 8 years.

In PWT 9.0 the source for the years of
schooling was revised to address criticism
by De La Fuente and Domenech (2006) and
Cohen and Soto (2007), who argue that the
Barro and Lee data used source data incon-
sistently. The Barro and Lee (BL) data was
supplemented with years of schooling data
compiled by Cohen and Leker (CL, 2014).

We opt for either BL or CL depending on
whether data for a country are only avail-
able from one of these sources, or whichever
is closer to the level or trend over time in
De La Fuente and Doménech (2006) and
years of schooling data from UNESCO.12

The assumption of fixed rates of return
to education across both time and space
may underestimate actual differences in ed-
ucational attainment between countries.13

The human capital index could instead be
based on country-specific weighting factors

10 This is partly due to index number reasons, as PPPs rely on expenditure shares for multiple countries while
national inflation data uses only home-country expenditure shares. Yet most of the inconsistency cannot be
readily traced to a clear source, see Inklaar, Marapin, Woltjer and Timmer (2021). As a result, though, these
real GDP estimates are less suitable to measure changes over time in a single country.

11 In a Mincer equation, differences in wages are explained by differences in individual characteristics, such as
education. The return to education is then given by the coefficient of education on wages.

12 The source of years of schooling data is listed for each country and year in the labour detail file available for
download in the additional data and programs sections on http://www.ggdc.net/pwt.

13 We follow the standard implementation of Caselli (2005), though see Lagakos, Moll, Porzio, Qian and Schoell-
man (2018) for a broader view of human capital in a development accounting context.
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using observed wage and employment data,
as implemented in, for example, the To-
tal Economy Database produced by the
Conference Board (2021). Human capital
could also vary between other dimensions,
such as gender, work experience and occu-
pation. Unfortunately, data on wages by
employment category are not available for
many of the lower-income countries in the
PWT dataset or these do not span the full
time series of the dataset. There is also
no consensus about how much the quality
of education differs.14 The current PWT
approach ensures that the widest range
of countries can be incorporated in our
growth and development accounting exer-
cises and improves transparency.

Capital stocks and services
In PWT 9.1 we addressed two impor-

tant shortcomings in the measurement of
capital input. First, we estimated initial
capital stocks based on better data and an
improved procedure that does more justice
to country-specific experiences. Second, we
implemented a capital services methodol-
ogy in accordance with standard produc-
tivity measurement theory. By doing so,
we account for more of the cross-country
variation in income levels. Inklaar et al.
(2019) provide a full description of the es-
timation procedure. Below we provide a
short summary and a discussion of the po-
tential issues and extensions.

The quantity of capital input Ki for each
of the nine assets i distinguished in PWT
is typically not directly observable.15 In-
stead, it is based on estimated net capital
stocksNi which are in turn based on the to-
tal accrued investment li depreciated over
time using the Perpetual Inventory Method
(PIM):

Ni,t = (1 − δ)Ni,t −1 + li,t (8)

We next estimate the rental prices for
each asset and take account of the differ-
ences in investment patterns, particularly
evident between poor and rich economies.
Following the framework of Jorgenson and
Nishimizu (1978) — and more recently dis-
cussed in the OECD (2009) capital manual
— the asset rental price at time t can be
approximated as:
ri,t = Pi,

N
t it+Pi,Nt δi−Pi,t −N

1
1
5(

t∑
T=t−4

ˆPi,T )
(9)

where it is the required rate of return on
capital, PN

i is the purchase price of asset
i, δi is the geometric depreciation rate and
p̂ is the percentage change in prices. To
address volatile asset prices, we use a five-
year moving average to estimate the change
in asset prices. Assuming that the flow of
capital inputs from a particular asset is pro-
portional to the stock of that asset, NiKi,
we can express the income flow from asset
i (the capital compensation for asset i) as
riNi and estimate relative capital input for
equation (4) as:

14 One line of evidence for this is based on comparing wages of immigrants to the United States depending on
whether they were educated in a low-income or a high-income country (Schoellman, 2012). See Hsieh and
Klenow (2010) on the difficulty of (fully) accounting for quality differences in education based on within-
country estimates of the return to education.

15 The assets distinguished are residential structures, non-residential structures, transport equipment, informa-
tion technology equipment, communication equipment, other machinery, software, cultivated assets and other
intellectual property products.
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LogKm =
∑
i

1
2(vi,m +vi;)(logNi,m −logNi)

(10)
where Vi,m ≡ ri,mNi,m∑

i
ri,mNi,m

is the share of
asset i in total capital compensation in
country m, vi; = 1

c

∑
c vi,c is the cross-

country average compensation share and
logNi = 1

c

∑
c logNi,c the cross-country av-

erage capital stock. As in equation (4),
equation (8) is a multilateral Törnqvist in-
dex. For each asset, the capital stock of a
country is compared to a geometric average
of all countries and the differences in each
capital asset, logNi,m− logNi are weighted
using the share of that asset in capital com-
pensation.

In the standard Jorgensonian approach
to rental prices, the required rate of return
on capital is chosen to exhaust the income
left after subtracting labour income from
GDP. This gives an internal rate of return
on capital and an important advantage is
that this return sets ‘pure profits’ to zero
and is thus consistent with the maintained
assumption of perfect competition. An im-
portant drawback, in a global context, is
that in some countries the rents from ex-
tracting natural resources like oil and gas is
a sizeable fraction of GDP. For those coun-
tries, computing the internal rate of return
based on the income that does not flow
to labour would substantially overestimate
the required rate of return on assets.16 So
instead, we determine the income flowing
to capital as nominal GDP minus labour
income minus natural resource rents.17

Outliers from development account-
ing

This concise overview of the main vari-
ables that are used for development ac-
counting highlights that numerous assump-
tions and choices on measurement and are
necessary to compile the output and inputs
data to assess relative TFP across country.
We now take a more in-depth look at data
from PWT 10.0 for the year 2017. As dis-
cussed above, we choose to focus on data
for the most recent PPP benchmark com-
parison.

Using the resulting data from PWT 10.0,
we then estimate equations 5–7 for the year
2017, including data for the 114 countries
with the required information for all vari-
ables. Chart 1 shows three scatter plots,
for productivity, produced capital and hu-
man capital, against GDP per capita. The
regression line is also plotted. The outly-
ing levels of relative TFP in Panel A could
reflect either extremely high or low pro-
ductivity but could also result from mea-
surement errors in either the inputs or out-
put. Countries whose price level of GDP is
identified as an outlier, for instance due to
hyperinflation, are already excluded from
Chart 1, so potential measurement errors
are limited to capital output, labour input,
the share of labour in GDP and nominal
GDP.

Panel B demonstrates that most of the
outliers identified in Panel A also show ex-
traordinarily low or high relative levels of

16 Ideally, natural resources should be recognized as production factors in their own right. That is beyond the
scope of this article but see Freeman, Inklaar and Diewert (2021).

17 Natural resource rents are from the World Development Indicators.
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Chart 1: Relationship between GDP Per Capita, TFP, Produced Capital, and Human
Capital in 114 Countries, 2017
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Panel C: Human Capital
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Source: Penn World Table, PWT 10.0, Feenstra et al. (2015).
Note: Shown are the 114 countries in PWT 10.0 for which TFP estimates can be made; omitted are countries
that did not participate in ICP 2017 as well as those already designated as outliers in PWT. The line shows the
OLS line of best fit. Also shown is the slope coefficient and associated robust standard error.
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capital to output. For Cote d’Ivoire (CIV),
Egypt (EGY) and Mauritius (MUS), the
very low level of capital intensity could ex-
plain at least part of the high relative pro-
ductivity since relative human capital does
not appear to be excessively low for these
countries as shown in Panel C. For the Cen-
tral African Republic (CAF), the low share
of labour in GDP may be responsible for
both the low observed level of relative TFP
and high levels of capital to output in Pan-
els A and B respectively.

The countries that are identified here
as outliers, by deviating substantially from
the main cross-country pattern, depend on
the year of the analysis. The analysis could
have been done for all benchmark years or
all years in PWT. The qualitative results
are very similar, in the sense that data for
many countries fit the broader pattern of
inputs, productivity and output. The list
of countries that are outliers in one or more
years would be longer.

Likewise, as discussed in the introduc-
tion, Egypt, Mauritius and Trinidad and
Tobago (TTO) are not the only countries
with a lower income level, yet a TFP level
that exceeds the US level. This is to say
that we could have picked from a longer list
of countries for the case study that is to fol-
low. Yet, the approach for the case study
would be very similar, so it is a diagnos-
tic tool that can be applied more broadly.
More generally, we would recommend that
users who are interested in a particular
country should follow similar steps to see
to whether their country fits the broader
cross-country patterns or, if not, whether
there are specific variables for which coun-
try observations are remarkable.

Case Study: Egypt
As a first step, Table 1 computes rela-

tive output, inputs and TFP compared to
different groups of countries. This follows
equation (4) and varies the set of coun-
tries C in the comparison. The first row
shows the data directly from PWT with all
114 countries as reference group but, as in
PWT, expressed with US=1.00. The sec-
ond row is based on a multilateral compar-
ison with 12 countries in the Middle East
and Africa (MENA) region and the third
row uses a group of 19 countries that is
within 20 per cent of Egypt’s level of GDP
per capita. By expressing output, input
and TFP relative to each reference country
(group), we can highlight where data for
Egypt are atypical.

The comparison versus the United States
is like the standard presentation in PWT,
though the numbers in Table 1 are a bilat-
eral comparison, rather than a multilateral
comparison with all countries. The MENA
comparison group is chosen as regional fac-
tors, such as climate, geography and cul-
ture, are more similar within this group
than with the overall world and it may be
that these factors influence output and in-
puts in similar ways. The United Nations
Arab Human Development Report project
is one example of the usefulness of such a
regional perspective. There is also impor-
tant diversity in this region, for example,
as some countries in the region rely heavily
on oil and gas production while others do
not. This is one reason why we also con-
sider a second reference group, based on
income level. The income reference group
is chosen because, from Chart 1, we know
that countries at similar income levels have
more similar levels of inputs.
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Table 1: Development Accounting for Egypt with Varying Reference Countries, 2017

Reference
countries

y l Av. hours HC k A

All, US=1.00 0.20 0.55 1.00 0.70 0.07 1.23
MENA=1 0.50 0.70 0.99 1.00 0.18 1.68
Similar income=1 0.99 0.71 0.96 0.97 0.38 2.07

Source: Penn World Table, 10.0, Feenstra et al. 2015)
Note: The table show levels for Egypt relative to reference countries. y: GDP per capita, l:
employment/population ratio, Av. hours: average hours worked per worker, HC: human
capital (years of schooling with assumed rates of return), k: capital/population ratio., A: total
factor productivity. Total factor productivity is computed using equation (4) with varying set
of countries. Row 1 uses all 114 countries in PWT, and expresses output, inputs and
productivity relative to the United States. Row 2 uses Egypt plus 12 countries in the Middle
East and North Africa (MENA) region with MENA=1 (BHR, IRN, IRQ, ISR, JOR, KWT.
MAR, MLT, QAT, SAU, TUN). Row 3 uses Egypt plus 19 countries that are within 20 per
cent of Egypt’s GDP per capita level with group income=1 (ARM, BRA, BRB, CHN, COL,
ECU, FJI, IDN, IRN, IRQ, JOR, LKA, MNG, NAM, PER, PER, TUN, UKR, ZAF

The first row expands on what we
learned from Table 1. Egypt’s GDP per
capita level, y, is 20 per cent of the US level
and its TFP level A is 23 per cent higher.
Egypt’s employment-to-population ratio is
considerably lower, at 55 per cent of the US
level; its human capital level stands at 70
per cent and its level of capital per head of
the population is only 7 per cent of the US
level.

Looking at rows 2 and 3 makes clear that
the level of human capital in Egypt is com-
parable to that in the MENA region and
the Similar income group, implying similar
average years of schooling in the popula-
tion. The most substantial differences ap-
pear for employment per capita l and cap-
ital per capita k. Egypt’s employment to
population ratio is only 70 per cent of the
average of the MENA and Similar income
groups and its capital to population ratio is
only 18 per cent of the MENA average and
38 per cent for the income group. For these
reasons, Egypt’s TFP level relative to the
MENA group is 68 per cent higher, despite
an income level of only half of the MENA
group. Egypt’s average income level is, by
construction of the group, very close to the
income group, but its TFP level is 107 per

cent higher.
Of note is that PWT does not have infor-

mation on average hours worked in Egypt,
so for that reason this is not a contribut-
ing factor to TFP differences. As discussed
above, PWT does account for differences in
average hours worked where available, but
data is typically more abundant for higher-
income countries. If not available, TFP
calculations are done assuming the same
number of average hours worked. This as-
sumption is also made for many countries
in the MENA and Similar income group,
leading to small differences across the rows.
From the work of Bick, Fuchs-Schündeln
and Lagakos (2018), we know that lower-
income countries tend to work more hours
per adult. They do have estimates for
average hours worked in Egypt and those
numbers imply that the average Egyptian
workweek at 48 hours is much longer than
the average US workweek of 39 hours. If
we would use these numbers, Egypt’s TFP
level relative to the United States would
be 1.12 rather than 1.23, though the ad-
justment relative to the other groups would
be smaller since the income differences are
smaller.

Table 2 looks more closely at the
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Table 2: Employment, Working-age Population and Total Population in the MENA
Region (in per cent).

Country N/P N/P A P A/P

Egypt 27 40 66
Iran 30 39 76
Iraq 23 37 61

Israel 44 61 72
Jordan 22 33 65
Kuwait 57 72 79

Morocco 30 41 73
Qatar 76 87 86

Saudi Arabia 39 52 75
Tunisia 30 40 76

Source: : PWT for employment and population, WDI for working-age population.
Note: N is employment, P is population and P A is the working-age population, i.e., the
population aged 15–64.

low employment-to-population ratio l =
N/P by dividing this ratio into the
employment-to-working-age-population ra-
tio, N/PA and the share of working-age
population, PA/P for a set of countries in
the MENA region. The rate N/PA is low
at 40 per cent, though five other countries
in the table are close to or below this par-
ticipation rate. Where Egypt stands out
most is in its relatively low share of the
working-age population, which is due to it
having a large share of young people. Yet,
Jordan and Iraq are similarly young and
have similar employment-to-population ra-
tio, which shows that Egypt’s numbers are
not beyond belief.

Table 3 examines capital input in more
detail for the same group of countries. The
aim is to understand the low level of capi-
tal input in Egypt. The final column cor-
responds to the capital input variable used
for the ‘produced capital’ panel of Chart 1.
Egypt clearly has the lowest level (0.34) of
this group of countries, with Jordan (0.60)
and Tunisia (0.58) closest. Starting from
the first column, we can see that Egypt
has a low investment rate, at 15 per cent
of GDP. Only Iraq’s investment rate, at

16 per cent, is close. This low investment
rate is a longer-run feature of the Egyptian
economy, as its nominal capital-output ra-
tio is very low, at 1.74. Here again, Iraq’s
ratio is similar, at 1.72. Such a low in-
vestment rate could be a sign of under-
recording of investment; also in a global
comparison, there are few countries with
investment that are so low. Such an inves-
tigation is beyond our scope, but in prin-
ciple, cross-checks on data on imports or
firm-level surveys could be useful.

The extent to which this low nominal
investment rates translates into low lev-
els of capital input depends on the rela-
tive prices for capital versus output. Com-
paring the GDP price and (capital) stock
price columns shows that Egypt is almost
the only country in the region for which
the relative capital stock price is higher
than the relative price of output; Tunisia
is the only other country that break this
pattern. When moving from capital stock
prices to capital services prices, all coun-
tries show an increase in relative prices
(US=1.00). The main factor is that all
countries have a higher internal rate of re-
turn on produced capital than the United
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Table 3: Investment and Capital in the MENA Region in 2017

Country Investment K/Y GDP Price Capital Capital IRR K/Y
(% of GDP) (nominal,stock) Stock Price Services Price (real services)

(US = 1.00) (US = 1.00) (US = 1.00) (US = 100) (US = 1.00)
Egypt 15 1.74 0.17 0.20 0.78 0.28 0.34
Bahrain 28 3.29 0.48 0.30 0.74 0.17 1.14
Iran 20 3.77 0.41 0.26 0.86 0.09 0.75
Iraq 16 1.72 0.44 0.31 0.66 0.14 1.17
Israel 21 2.66 1.10 0.82 1.38 0.13 0.89
Jordan 20 2.47 0.40 0.31 0.85 0.17 0.60
Kuwait 27 2.20 0.53 0.30 0.69 0.09 1.42
Morocco 29 3.25 0.41 0.25 0.41 0.10 1.26
Qatar 45 2.63 0.56 0.32 0.64 0.16 1.77
Saudi Arabia 24 2.53 0.43 0.26 0.47 0.12 1.63
Tunisia 19 3.08 0.32 0.36 0.67 0.11 0.58

Source: Penn World Table 10.0 (Feenstra et al. 2015).
Note: Investment is gross fixed capital at current prices; K/Y (nominal, stock) is the
current-cost net capital stock in local currency units over GDP; GDP Price is the purchasing
power parity of GDP over the nominal exchange rate (XR) (US=1.00), Stock Price is the PPP
for investment goods, weighted using the share of each asset in the current-cost net capital
stock, over XR; Services Price is relative rental price (equation (7)) for each asset, weighted by
the share of each asset in capital costs, over XR; IRR is the internal rate of return, the return
that equates capital cost to GDP minus labor costs minus natural resource rents; K/Y (real,
services) is capital services input (PWT variable ck, US=1.00) over real GDP (PWT variable
CGDPo) relative to US real GDP.

States (0.07), which means capital costs are
higher.18 The increase is largest in Egypt,
the country with the highest internal rate
of return of this group.19 So, in summary,
Egypt has a low level of capital input, in
part because the country devotes a rela-
tively small share of its resources to invest-
ment purposes and a result of the high cap-
ital prices is that those resources buy rela-
tively few capital goods.

These figures suggest two possibilities.
First, it could be that all these statistics
are a true reflection of Egypt’s economy.
This seems hard to accept, since it implies
an improbably high TFP level for Egypt’s

economy. The second possibility is that
Egyptian statistics are substantially mis-
measured. This may be an attractive con-
clusion if the alternative is to accept that
Egypt’s economy is more productive than
the US economy.

But an objective basis for such a con-
clusion is hard to find (other than that
these data imply an improbable outcome).
While Egypt has a low employment rate, a
low investment rate and high capital prices
compared to the two groups of comparison
countries, they are not so far away from
plausible measurements that they can be
easily dismissed. For example, other coun-

18 See Inklaar et al. (2019) for an analysis showing that the internal rate of return tends to be higher in countries
with lower income levels.

19 This high internal rate of return is needed to reconcile the high observed share of capital income in GDP ( 64
per cent according to PWT) with the relative low level of capital. Note that the bank lending rate, as shown
in the World Bank’s World Development Indicators (WDI), also shows Egypt with the highest lending rate
(18 per cent), with lower rates in United States (4 per cent) and other countries in the region (though data
coverage is incomplete).

INTERNATIONAL PRODUCTIVITY MONITOR 133



tries with low investment rates are Brazil
(15 per cent), Uruguay (16 per cent), Por-
tugal (17 per cent) and Poland (18 per
cent). It is also hard to find objective mea-
sures of the quality of the statistical sys-
tem. The World Bank provides a ‘statis-
tical capacity’ indicator, which is based on
the frequency with which important data
collection (e.g. an agricultural census) or
revisions (to, e.g. consumption baskets for
inflation) takes place. On this measure,
Egypt in 2017 receives a score of 83 (out of
100), much higher than the average score
of 53 for the MENA region and in the top
10 per cent of developing countries.

Several previous versions of PWT also
included a letter grade (A–D) as an indica-
tor of data quality.20 This grade was based
on three factors: 1) did the country par-
ticipate in one or more official PPP bench-
marks’ 2) what was the inconsistency be-
tween consumer inflation and the change in
consumption PPPs between benchmarks;
and 3) how high is the country’s income
level. Income level is included because re-
sources available for the statistical system
are assumed to increase with income level.
Factors 1 and 2 are especially geared pri-
marily at PPP measurement.21

For this article, we replicated the letter
grading using only factors 2 and 3, because
all but three countries in PWT have partic-
ipated in at least two official PPP bench-
marks. The degree of inconsistency is mea-
sured between the two most recent PPP
benchmarks, for 2011 and 2017, which is
likely most relevant for the analysis of 2017

data. Following the earlier methodology,
the inconsistency results are divided into
five bins, with low inconsistency reflected
in placement in a higher bin. Income levels
are divided in six bins. The overall indica-
tor is computed by giving the inconsistency
bin score twice the weight of the income bin
score as this final indicator is grouped into
four bins. Following this procedure gives
Egypt a grade of B, the second highest,
while many MENA countries score much
lower. For example, Iraq and Jordan have
grade D and Tunisia grade C.

The correlation between these grades
and the statistical capacity indicator is pos-
itive, but at a value of 0.36 not very high.
This could mean that there are various di-
mensions to data quality or that these in-
dicators do not capture data quality very
well. But as Egypt scores high on both
indicators, there is no (ex-ante) reason to
doubt Egypt’s statistics more than those of
many other countries around the world.

Counterfactual TFP levels for
Egypt

From Table 1–3 we have learned that
the main reasons for the high Egyptian
TFP levels is the low employment rate,
the low investment rate and the high price
of capital. To see the impact of these
factors on TFP levels, we present in Ta-
ble 4 three counterfactual Egyptian TFP
levels for each country group. In each
counterfactual, one factor is set equal to
the unweighted geometric average of the
country group. The first row of Table

20 See, for example, the documentation to PWT 6.1 (https://www.rug.nl/ggdc/docs/appendixpwt61.pdf).

21 See also Inklaar et al. (2021) on inconsistency between inflation and PPP changes.
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Table 4: Counterfactual TFP levels for Egypt (US=1.00)

MENA Similar Income
Baseline 1.23 1.23
N/P 1.06 1.06
K/Y(nominal) 0.99 0.93
Stock PPP 0.91 0.94

Source: Penn World Table 10.0 (Feenstra et al. 2015).
Note: The baseline TFP level (US=1.00) is the same as in Table 2. Subsequent rows
recompute TFP, setting one of the three factors equal to the (unweighted geometric) average
of the MENA or Income reference groups; see Table 2 for the country lists. Row N/P changes
Egypt’s employment-to-population ratio; K/Y (nominal) changes Egypt’s ratio of the
current-cost net capital stock in local currency units over GDP; Stock PPP changes the PPP
for investment goods, weighted using the share of each asset in the current-cost net capital
stock, over XR.

4 shows that if Egypt would have had
the same employment-to-population ratio
as the average MENA country or the aver-
age country at similar income level, Egypt’s
TFP level would have been only 6 per
cent higher than that of the United States
rather than 23 per cent higher. TFP would
even be 1 to 7 per cent lower if Egypt had
the same nominal capital-to-output ratio
as the two country groups and 6 to 9 per
cent lower if the capital stock price were
the same.22

These are large adjustments and in most
of these counterfactuals, Egypt no longer
has a TFP level that is higher than that
of the United States. In terms of ranking
these factors, the most impactful seems to
be the PPP for capital goods, followed by
the nominal capital/output ratio and the
employment/population ratio. But note
that Egypt would still be an outlier if only
one of these variables were changed. Recall
from Chart 1 that countries with lower in-
come levels tend to have lower TFP levels.
From that relationship, the predicted TFP
level for Egypt would be only 61 per cent

of the US level.

Conclusions
As discussed in the introduction, under-

standing why some countries have higher
TFP levels than others is an important goal
of empirical development economics. From
the literature we know that choices regard-
ing the conceptual model for development
accounting and regarding the measurement
of outputs and inputs are important in
telling us how large TFP differences across
countries are. What we have illustrated in
this article is how the data choices and con-
straints are likewise very important.

We have highlighted one country in one
year, Egypt in 2017, with a very high
TFP level compared to what we would ex-
pect given Egypt’s income level and the
average cross-country relationship between
TFP and income level. That relationship
predicts a relative TFP level of 61 per cent
of the US level in 2017, while the model,
measurement and data of PWT 10.0 show
a level of 123 per cent. We have used re-
gional and income-level comparison groups

22 The capital services price of Egypt differs by less from the other countries than the capital stock price, so this
adjustment overstates the impact changing capital prices.
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of countries to illustrate that this excep-
tional TFP level is due to a low employ-
ment rate, a low investment rate and a high
price of capital. Yet none of these vari-
ables is inherently implausible in these ref-
erence groups. Estimating counterfactual
TFP levels for Egypt using values from ei-
ther reference group for the employment-
population ratio, the nominal capital stock
or the price level of capital would lead to
lower estimated TFP levels, but none of
those individual counterfactual estimates
gets close to the 61 per cent that would be
the predicted value solely based on Egypt’s
income level and measured TFP levels for
other countries.

One reading of these results follows the
argument above: “See, we knew that Egypt
could not be more productive and efficient
than the United States and the country
turns out to have these crazy output and
input figures, so best to ignore this result
or deem this measurement approach to be
invalid.”

But with equal justification, this conclu-
sion can be questioned: “So you are saying
that Egypt must be employing more people
than all sources say? And their investment
levels are understated? And the price of
capital is also mismeasured? Why would
you distrust all these figures?”

Egypt does not have a particularly weak
statistical system, at least as judged by the
World Bank’s Statistical Capacity indica-
tor or from replicating the data quality let-
ter grades that was provided in some ear-
lier versions of PWT. Neither of these data
quality indicators speaks directly to the re-
liability of Egyptian National Accounts and
price measurement — and we are not aware
of any indicator that does. We do not see

an interpretation that fits both the broader
cross-country pattern (countries with lower
income levels tend to be less productive)
and the fact that none of these data points
is inherently implausible in comparative
perspective. That leaves us as PWT data
developers with little choice but to present
the numbers as they are and leave it to in-
dividual users to decide how to interpret
the numbers in a way is suitable for their
purpose.

While the title of this article suggested
that we render a definite verdict on Egypt’s
TFP level, the broader goal of this article
has been to show how a data user might
proceed when faced with some figures in
PWT (or other databases) that strike them
as implausible. The development account-
ing framework is a useful guide to distin-
guishing outliers from regular patterns in
the data. And especially if a user is inter-
ested in analyzing a particular country, we
offered a diagnostic approach that may be
useful for a more in-depth analysis. TFP,
being a residual, will always be sensitive to
measurement problems in output or inputs,
so user beware.
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Abstract

Within-industry productivity dispersion is pervasive and exhibits substantial variation

across countries, industries, and time. We build on prior research that explores the hypoth-

esis that periods of innovation are initially associated with a surge in business start-ups,

followed by increased experimentation that leads to rising dispersion potentially with de-

clining aggregate productivity growth, and then a shakeout process that results in higher

productivity growth and declining productivity dispersion. Using novel detailed industry-

level data on total factor productivity and labour productivity dispersion from the Dis-

persion Statistics on Productivity dataset along with novel measures of entry rates from

the Business Dynamics Statistics and productivity growth data from the Bureau of Labor

Statistics for U.S. manufacturing industries, we find support for this hypothesis, especially

for the high-tech industries. An increase in entry rates in a two-year period t is associated

with an increase in dispersion and decrease in aggregate productivity growth in two-year
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Scientist at New Light Technologies. The authors would like to thank two anonymous referees, Lucy Eldridge,
Andrew Sharpe, T. Kirk White, and participants at the Sixth World KLEMS Conference in March 2021 for
comments. Any opinions and conclusions expressed herein are those of the authors and do not necessarily
represent the views of the U.S. Census Bureau or the U.S. Bureau of Labor Statistics. The Census Bureau
has reviewed this data product for unauthorized disclosure of confidential information and has approved
the disclosure avoidance practices applied to this release (Approval ID: CBDRB-FY21-261). Corresponding
author: Pabilonia.Sabrina@bls.gov.
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period t+1 and a decrease in dispersion and increase in aggregate productivity growth in

two-year period t+2.

Within-industry productivity dispersion
is large and exhibits substantial varia-
tion across countries, industries, and time
(Bartelsman and Doms, 2000; Syverson,
2011). Many factors have been shown
to be related to this dispersion, includ-
ing frictions and distortions that vary
across these same dimensions (e.g., Decker,
Haltiwanger, Jarmin, and Miranda, 2020).
These frictions and distortions, such as
barriers to entry, costs of adjusting fac-
tors of production, establishment-specific
markups, and regulations preventing the
equalization of marginal products, may in-
hibit productivity-enhancing reallocation.
This would suggest that increasing within-
industry dispersion is associated with
slower productivity growth.

An alternative hypothesis is that pe-
riods of rising within-industry dispersion
may reflect innovation and experimenta-
tion. This hypothesis is based on seminal
research by Gort and Klepper (1982) and
Jovanovic (1982). These papers hypothe-
size that periods of innovation are initially
associated with a surge in firm entry, fol-
lowed by increased experimentation that
yields rising dispersion potentially with de-
clining aggregate productivity growth and
then a shakeout process, where success-
ful businesses grow and unsuccessful ones
exit, which eventually results in higher pro-

ductivity growth and declining productiv-
ity dispersion.

To explore this latter hypothesis, Fos-
ter, Grim, Haltiwanger, and Wolf (2021)
looked at the dynamic relationship between
entry rates (an indirect measure of inno-
vation), within-industry labour productiv-
ity (LP) dispersion, and LP growth using
firm-level data for the entire U.S. private
sector, where LP is defined as output per
job. They find that a surge in firm en-
try in a four-digit NAICS industry during
a three-year period is followed by an in-
crease in within-industry dispersion and a
temporary slowdown in industry-level LP
growth in the next period. In the subse-
quent period, there is a fall in dispersion
and a rise in LP growth. These relation-
ships are stronger in high-tech industries,
where the pace of innovation is presumably
faster.

In this article, we build on Foster et
al. (2021) by exploiting novel, detailed
industry-level data on within-industry to-
tal factor productivity (TFP) and LP dis-
persion from the Dispersion Statistics on
Productivity (DiSP) data, along with new
measures of establishment and firm entry
rates from the Business Dynamics Statis-
tics (BDS) data for U.S. manufacturing in-
dustries. We combine these data with the
official U.S. TFP and LP growth measures

2 The DiSP (developed jointly by BLS and the Census Bureau) is public-use data available at https:
//www.bls.gov/lpc/productivity-dispersion.htm and https://www.census.gov/disp. Restricted-
use microdata is available for qualified researchers on approved projects in the Federal Statistical Re-
search Data Centers (FSRDCs) (http://www.census.gov/f srdc). The BDS is available at https:
//www.census.gov/programs-surveys/bds.html. Industry productivity growth data are available at
https://www.bls.gov/lpc/tables_by_sector_and_industry.htm. The public-use data and STATA code to
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from the Bureau of Labor Statistics (BLS)
to examine the relationships between en-
try, dispersion, and productivity.2. To ab-
stract from business cycle dynamics and to
focus on the hypothesis, we examine low-
frequency variation (average annual growth
rates over two-year periods) and include in-
dustry and period effects. Relative to Fos-
ter et al. (2021), a primary contribution
of this article is the use of dispersion and
growth measures of TFP, which are better
metrics for examining the innovation hy-
pothesis.

We find support for the hypothesis that
innovation is an important driver of within-
industry TFP dispersion and aggregate
TFP growth, especially for high-tech in-
dustries, using entry rates as a proxy for
innovation. A surge in entry in a high-
tech industry over a two-year period re-
sults in an increase in within-industry TFP
dispersion in the next two-year period, fol-
lowed by an increase in TFP growth in the
two subsequent two-year periods. We also
find evidence that the increase in disper-
sion in the first two-year period following
a surge in entry is accompanied by nega-
tive TFP growth. Relatedly, we find evi-
dence of the reverse, declining TFP disper-
sion and faster TFP growth in the second
two-year period. In addition, we find the
relationships between entry and TFP dis-
persion are stronger when we focus on high-
tech industries. For non-tech industries, we
find a small decrease in TFP growth, but
with an additional lag and no subsequent

increase in the following period. We find
broadly similar results for LP measures of
dispersion and growth.

The article proceeds as follows. In the
first main section, we describe the data and
present descriptive statistics. The main re-
sults are in section two. Concluding re-
marks are in section three.

Data and Descriptive Statistics
This article uses detailed industry-level

data on productivity growth, establish-
ment and firm entry rates, and establish-
ment level productivity dispersion from
three public-use data sources: BLS Indus-
try Productivity Statistics, Business Dy-
namics Statistics (BDS), and Dispersion
Statistics on Productivity (DiSP). In ad-
dition, we construct additional dispersion
measures from the restricted-use data un-
derlying DiSP.3 Throughout the article, we
use industry-level measures for all 86 four-
digit NAICS industries in the manufac-
turing sector. To mitigate business cycle
influences, we construct our measures for
non-overlapping two-year periods to exam-
ine the longer-term relationships between
entry, productivity dispersion growth, and
productivity growth.

BLS produces the official U.S. mea-
sures of LP and TFP growth for four-digit
NAICS manufacturing industries (Bureau
of Labor Statistics, 2020).The industry LP
measures are defined as the ratio of the
growth in real sectoral output—the total
value of goods and services sold outside

replicate the analyses based on the public-use data are available at https://doi.org/10.5281/zenodo.5770628

3 The experimental data product DiSP was first released in September 2019. Industry-level BDS data were first
released in September 2020.
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the four-digit NAICS industry — to the
growth in hours worked by all persons in
the industry.4 For most industries, real
output is derived by deflating sales revenue
using industry-level BLS implicit price in-
dexes. Output is also adjusted to remove
resales and to account for changes in fin-
ished goods and work-in-process invento-
ries. Data for industry output measures
are primarily from economic censuses and
annual surveys of the U.S. Census Bureau.
Data on hours worked come from BLS sur-
veys.5 The industry TFP measures are
defined as the ratio of the growth in real
sectoral output to the growth in the cost-
weighted combined inputs utilized in pro-
ducing that output. Inputs include capital,
labour hours, energy, materials, and pur-
chased business services.

Although the BLS productivity data for
detailed industries in the manufacturing
sector are available annually beginning in
1987, we restrict our main analyses to
growth in productivity and dispersion over
the 1997–2017 period, because the DiSP
data start in 1997.6 The BLS productiv-
ity growth rates exhibit considerable year-
over-year variation for many manufactur-
ing industries (see Online Appendix Table
A1 for four-digit NAICS industry produc-

tivity means and coefficients of variation).7

http://www.csls.ca/ipm/41/IPM_4
1_Data_Appendix.xlsx

For this reason, we use the BLS indus-
try productivity indexes to construct non-
overlapping average annual growth rates
for two-year subperiods from 1997 to 2017
(1997–1999, 1999–2001,. . . , 2015–2017).8

DiSP is a newly developed public-use
dataset from the Bureau of Labor Statis-
tics and the Census Bureau (2020). This
dataset, which is constructed primarily
from establishment level data, includes sev-
eral measures of within-industry dispersion
in LP and TFP — the interquartile range
(IQR), interdecile (90–10) range, and stan-
dard deviation for all 86 four-digit NAICS
industries in the manufacturing sector from
1997 to 2016. LP is the log of real out-
put per hour, where output is based on the
value of shipments adjusted for resales and
changes in inventories and the deflator is
the BLS implicit price deflator for that in-
dustry.9 TFP is the log of real output per
unit of all factor input costs, where the
factors are capital, labour hours, energy,
and materials. These measures are avail-
able with and without activity weighting,
where the activity weights for LP are an
establishment’s hours share (the share of

4 For very detailed industries, sectoral output is very close to gross output. For more-aggregated industries, sec-
toral output is closer to value added. For more details on the importance of removing intrasectoral transactions
for aggregate industry productivity measurement, see Kovarik and Varghese (2019).

5 For more information on the construction of hours measures, see https://www.bls.gov/lpc/iprhours.htm.

6 The dispersion series will be expanded backward to 1976 as well as forward in future releases.

7 The online appendix tables are posted at http://www.csls.ca/ipm/41/IPM_41_Productivity_Dispersion.pdf.

8We use standard growth rate measures calculating the ratio of indexes in the current (2-year) period to the prior
(2-year) period and then annualizing. For example, LP1997−1999 = (index1999/index1997)0.5 − 1) ∗ 100.

9 To make the dispersion measures comparable across industries and over time, we normalize each establish-
ment’s productivity level each year by subtracting the mean productivity of that establishment’s four-digit
industry.
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a plant’s hours of the total hours in its in-
dustry) and for TFP are an establishment’s
share of combined inputs.10 In addition, we
use 90–50, 50–10, 75–50, and 50–25 mea-
sures of dispersion from the restricted-use
data underlying the DiSP product to con-
sider skewness in the within-industry dis-
tribution of productivity.

For our main analysis, we calculate av-
erage annual growth rates for LP and
MFP dispersion in each of the two-year
subperiods in our sample using activity-
weighted IQR dispersion measures. (In
the last period, we use a one-year growth
rate, because the series ends in 2016.)
The within-industry IQR dispersion mea-
sure describes how much more productive
an establishment at the 75th percentile of
the productivity distribution is than one
at the 25th percentile. Activity-weighted
measures should more closely correspond
to the BLS aggregate productivity mea-
sures. BLS published productivity growth
rates can be thought of as changes in the
first moment of the underlying distribu-
tion of productivity among establishments,
where the weights are appropriately de-
fined, while changes in dispersion from
DiSP measure changes in the second mo-
ments of that distribution.11

On average, throughout this period and
using the unweighted measures, Cunning-

ham et al. (2021) find that establish-
ments at the 75th percentile are 2.4 times
more productive than establishments at the
25th percentile when looking at LP and 1.7
times as productive when looking at TFP.12

However, they also find significant variabil-
ity in the IQR dispersion measure across
industries and a slight increase in disper-
sion over time. We use the IQR measures
for our main analyses because they are less
sensitive to outliers; however, we also in-
clude a robustness check using the inter-
decile dispersion measure.

Our entry rates come from the BDS,
which the Census Bureau (2020) signifi-
cantly redesigned and expanded with the
release of the 2018 data in September 2020.
This novel public-use dataset compiled
from the Longitudinal Business Database
includes the distribution of firms and es-
tablishments by age (based on when they
first report positive employment) within
detailed industries, allowing us to iden-
tify the number of establishment births or
firm startups.13 We construct entry rates
(both establishment-based and firm-based)
for each four-digit NAICS industry as the
simple average of annual entry rates for
each two-year subperiod, where the entry
rate is the number of establishments aged
zero (births) divided by the average count
of active establishments in year t and year

10 See Cunningham et al. (2021) for a detailed description of these new dispersion measures.

11 Recall, activity weights are applied at the establishment level. They give a higher weight to establishments
with more activity when calculating productivity dispersion for an industry.

12 As described in Cunningham et al. (2021), unweighted measures use inverse propensity score weights at the
establishment level to correct for sample selection issues for the Annual Survey of Manufactures. Activity
weighting is the product of the inverse propensity weight and an activity weight.

13 In instances where the number of births in an age bin is not disclosed because there were only 1–2 firm births,
we set the number of births equal to 1. Results are essentially the same if we were to set births at 2 firms in
the undisclosed age bins.
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t-1.14 Our hypothesis is that increases
in entry rates lead to growth in disper-
sion but with a lag. We construct entry
rates for three lagged two-year subperiods.
For example, the first-period lagged entry
rates corresponding to the average annual
growth rates for the 1997–1999 subperiod
are the average of entry rates in 1996 and
1997. Thus, our entry rate data cover the
1992–2015 period.

Table 1 shows summary statistics for our
data. The average value of the two-year
average annual BLS industry LP growth
rates was 1.6 per cent for the 1997–2017
period. Over the same period, TFP grew
on average 0.4 per cent per year. Disper-
sion growth is the growth rate in the IQR
for LP and TFP dispersion. The LP dis-
persion growth rate was 0.6 per cent on
average, while the TFP dispersion growth
rate was 1.5 per cent on average; however,
there was considerable variation in aggre-
gate productivity and productivity disper-
sion growth across industries and time (see
the minimum and maximum values). Entry
rates were 6.1 per cent on average (estab-
lishment and firm). The negative means
of the changes in entry rates indicate that,
on average, entry rates were falling in the
manufacturing sector.

In our analysis, we differentiate between
high-tech and non-tech industries, because
the former have been an engine of produc-

tivity growth, especially over the earlier
years in our sample period (Brill, Chan-
sky, and Kim, 2018). We classify 16 of
the 86 industries in our sample as high-tech
based on the share of jobs held by STEM
workers (including engineers, IT workers,
scientists, and managers of these workers).
The industry is considered high-tech if the
share of these workers in the industry ex-
ceeds 2.5 times the national average, as de-
termined by Wolf and Terrell (2016).15 For
our main regressions, we use establishment
entry rates, which are consistent with our
establishment-based dispersion measures.
However, both establishment and firm en-
try rates are relevant in this context be-
cause the Gort and Klepper (1982) experi-
mentation stage arguably involves both es-
tablishment and firm-level entry. Impor-
tantly, establishment-entry rates include
the contribution of both firm-level entry
and new establishments of existing firms.

We begin our analysis by illustrating
graphically the relationships between (1)
establishment entry rates and TFP disper-
sion growth and (2) establishment entry
rates and TFP growth for the two high-
tech industries that were the top contrib-
utors to the marked TFP slowdown that
occurred around 2005: semiconductor and
other electronic component manufacturing
and computers and peripheral equipment
manufacturing (Brill, Chansky, and Kim,

14 See https://www.census.gov/programs-surveys/bds/documentation/faq.html for more details on the
construction of the entry rates.

15 The high-tech industries include: petroleum and coal products; basic chemical; resin, synthetic rubber, and
artificial and synthetic fibers and filaments; pharmaceutical and medicine; industrial machinery; commercial
and service industry machinery; engine, turbine, and power transmission equipment; other general purpose
machinery; computer and peripheral equipment; communications equipment; audio and video equipment; semi-
conductor and other electronic components; navigational, measuring, electromedical, and control instruments;
manufacturing and reproducing magnetic and optical media; electrical equipment manufacturing; aerospace
products and parts.
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Table 1: Summary Statistics, All Four-digit NAICS Industries in the
Manufacturing Sector

Variable Years N Mean Std. dev. Min Max

Productivity growth
BLS labour productivity (LP) 1997–2017 860 1.6 6.0 -24.4 38.4
BLS total factor productivity (TFP) 1997–2017 860 0.4 4.0 -11.1 28
Dispersion growth
LP dispersion 1997–2016 860 0.6 8.6 -33.9 79.4
TFP dispersion 1997–2016 860 1.5 13.1 -63.8 118.5
Entry rate
Establishment entry rate 1992–2015 1,032 6.1 2.5 1.5 21.1
Firm entry rate 1992–2015 1,032 6.1 2.7 1.2 23.2
Entry rate (per cent change)
Establishment entry rate 1992–2015 946 -0.5 24.7 -63.6 371.7
Firm entry rate 1992–2015 946 -0.6 27.2 -62.4 486.5

Note: Productivity and dispersion growth are calculated as non-overlapping two-year-average annual
growth rates, except in the last period dispersion is a one-year growth rate because this series ends
in 2016, e.g., LP1997−1999 = (index1999/index1997)0.5 − 1) ∗ 100. Entry rates are two-year-average
rates, i.e., entry1999−1998 = (entry1999 + entry1998)/2. LP (TFP) dispersion is the interquartile range
of within-industry log real output per hour (log real output per unit of combined inputs), activity
weighted. Min and max statistics are for industry by period (two-year) variation.
Source: Authors’ tabulations based on BLS Industry Productivity Statistics, Dispersion Statistics on
Productivity, and Business Dynamics Statistics.

Chart 1: Semiconductor and Other Electronic Component Manufacturing, 1991–2017
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Chart 2: Computer and Peripheral Equipment Manufacturing, 1991–2017
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Note: Productivity and dispersion growth are calculated as non-overlapping two-year-average annual growth
rates. Entry rates are two-year-average rates. TFP dispersion is the interquartile range of within-industry log
real output per unit of combined inputs, activity weighted.
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Chart 3: Grain and Oilseed Manufacturing, 1991–2017
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2018). We then consider a non-tech indus-
try, grain and oilseed manufacturing, where
we do not necessarily expect to see innova-
tions that lead to entry.

In Chart 1, we see high entry rates in
semiconductor and other electronic compo-
nent manufacturing in the early 1990s fol-
lowed by high growth in dispersion between
1997 and 2003, especially in 2001–2003,
when dispersion grew by 37 per cent.
Around 2003, entry rates became relatively
stable at around 4 to 5 per cent, with lit-
tle change in dispersion from one period
to the next after that. We see TFP grew
from 1997 to 2007 and was especially high
in 1997–1999, several periods after a surge
in entry. Growth was modest but still posi-
tive in 2003–2005 and 2005–2007, following
a large spike in dispersion in 2001–2003. In
two out of the four periods following the
Great Recession, TFP growth was nega-
tive.

Chart 2 shows the relationships for com-
puter and peripheral equipment manufac-
turing. Again, we see that entry rates are
initially very high through 2001, exceed-
ing 10 per cent. Thereafter, entry rates
are consistently below 8 per cent, except
during the Great Recession when the entry
rate rose to about 8.7 per cent. Dispersion
rises and falls with a large increase during
the Great Recession, but there is no obvi-
ous pattern that it follows changes in entry;
however, TFP growth is very high until the
Great Recession, following several periods
of relatively high entry rates by a lag.

Chart 3 illustrates the relationships for
grain and oilseed manufacturing. Here, we
see much lower entry rates that hover be-
tween 4 and 6 per cent. Movements in dis-
persion do not appear to be tied to move-

ments in entry, and there is little growth in
productivity.

Empirical Model and Results
We explore the relationships between

entry, productivity dispersion, and aggre-
gate productivity growth by estimating
panel models of the following form:

Yi,t = α + λt + λi +
3∑

k=1
[βkEntryi,t−k

+ δkEntryi,t−k ∗ Techi] + εi,t

(1)

where Yi,t is either average annual
within-industry productivity dispersion
growth or aggregate industry productivity
growth where productivity is measured as
LP or TFP. The subscript i denotes the in-
dustry, while the subscript t denotes time
in two-year subperiods. Entry is either the
establishment or firm entry rate, which en-
ters the equation with one-, two- and three-
period lags, thus covering a total of six
years. Tech is a binary variable equal to
one if the industry is high tech and zero
otherwise. The parameters of interest, βk
and δk, represent the associations between
entry and growth, allowing for differences
by industry type (high tech or not). The
parameter α is a constant term. The model
also includes period effects (λt) and indus-
try effects (λi). The parameter ε is a ran-
dom error term. We estimate the models
by ordinary least squares and cluster the
standard errors at the industry level.

We estimate both the productivity and
dispersion models in growth rate specifica-
tions. Differences in levels of productivity
are difficult to interpret. For productiv-
ity dispersion, levels are more readily in-
terpretable. However, there are industry-
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Table 2: Productivity Growth, IQR Dispersion Growth, and Establishment Entry
Rates (1997–2017)

Labour Productivity Total Factor Productivity

Dispersion Productivity Dispersion Productivity
(1) (2) (3) (4)

Lag 1 Entry 1.00*** 0.45** 0.00 0.01
(0.33) (0.21) (0.44) (0.07)

Lag 2 Entry -0.36 -0.20 -0.35 -0.20**
(0.27) (0.24) (0.42) (0.09)

Lag 3 Entry -0.31 -0.15 0.33 -0.05
(0.37) (0.17) (0.40) (0.09)

Lag 1 Entry x Tech -1.60 -1.59*** 2.90* -0.67**
(1.24) (0.51) (1.49) (0.30)

Lag 2 Entry x Tech 0.91 1.30* -4.24** 0.78*
(1.27) (0.70) (1.63) (0.46)

Lag 3 Entry x Tech 1.33** 1.39** 0.85 0.83
(0.57) (0.69) (1.94) (0.57)

Joint Hypothesis Tests:
Lag 1 Entry + Lag 1 Entry x Tech -0.60 -1.14** 2.91** -0.66**

(1.21) (0.49) (1.41) (0.31)
Lag 2 Entry + Lag 2 Entry x Tech 0.55 1.10 -4.59*** 0.58

(1.25) (0.66) (1.60) (0.45)
Lag 3 Entry + Lag 3 Entry x Tech 1.02** 1.24* 1.18 0.79

(0.51) (0.69) (1.90) (0.58)
Observations 860 860 860 860
R-squared 0.08 0.28 0.09 0.34

Note: Robust standard errors in parentheses are clustered at the industry level. Controls also include a
constant, period effects, and industry effects. *p < 0.10, **p < 0.05, *** p < 0.01.
Source: Authors’ tabulations based on BLS Industry Productivity Statistics, Dispersion Statistics on Pro-
ductivity, and Business Dynamics Statistics.

specific differences in trends in productivity
dispersion. The growth rate specifications
control for these differences, which are out-
side the scope of our analysis, in a parsi-
monious manner.

Our main results are presented in Ta-
ble 2. The first three rows in Table 2
present the associations for non-tech indus-
tries. The second three rows are the differ-
ential associations for high-tech industries.
The last three rows, which are calculated
by summing the associations for non-tech
industries and the differential associations
for high-tech industries, are the associa-
tions for high-tech industries.

We begin with the discussion of the re-

sults using TFP dispersion (measured as
the IQR) and growth, as these reflect our
more important and novel results. These
results are in columns 3 and 4 of Table 2.
For high-tech industries, a one-percentage-
point increase in the establishment entry
rate is associated with a 2.9-percentage-
point increase in TFP dispersion growth in
the next period (column 3). In contrast, a
one-percentage-point increase in the estab-
lishment entry rate is associated with a 0.7-
percentage-point decrease in TFP growth
in the next period (column 4).16 In the sec-
ond period after entry, dispersion growth
falls dramatically (a 4.6-percentage-point
decrease) while TFP growth rises (a 0.6-

16 As a robustness check, we also examine the relationship between entry and the 90–10 dispersion statistics.
The patterns are similar for TFP, although statistical significance is not as strong (Online Appendix Table
A2). We also looked at the relationships using dispersion statistics that were not activity weighted (Online
Appendix Table A3). Results are not as strong without activity weighting.
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percentage-point increase). The latter esti-
mate is not statistically significant at con-
ventional levels but the difference between
high-tech and non-tech industries is about
0.8 of a percentage point and is statistically
significant in the second period after entry.

For non-tech industries, we find little re-
lationship between entry, dispersion, and
growth (entry is associated with a small
drop in TFP growth two periods later, with
no subsequent growth). As a sensitivity
analysis, we used the longer aggregate pro-
ductivity series back to 1987, but we still
did not find productivity growth for non-
tech industries in the third period following
an increase in entry (see Online Appendix
Table A4).

Turning to LP results, column 1 shows
the relationship between LP dispersion
and entry, controlling for differences by
industry type. For non-tech industries,
we find a one-percentage-point increase in
the establishment entry rate is associated
with a one-percentage-point increase in the
growth rate of LP dispersion in the follow-
ing period. For high-tech industries, we
find entry is associated with an increase in
dispersion only three periods later. Col-
umn 2 shows the relationship between ag-
gregate LP growth and entry. We find
that a surge in entry is associated with a
small increase in LP growth among non-
tech industries in the next period. The
results do not show significant changes in
LP growth for higher-order lags of entry.

However, in high-tech industries, a one-
percentage-point increase in entry leads
to a 1.1-percentage-point decrease in LP
growth one period later and to over 1.2-
percentage-points higher LP growth two
subsequent periods later. The differences
between high-tech and non-tech are large
and statistically significant. The results for
LP are broadly consistent with those for
TFP but less systematic.17

Table 3 presents results using firm entry
rates instead of establishment rates, which
are largely similar to those in Table 2. The
coefficient estimates are consistent with the
innovation hypothesis, though not always
statistically significant at conventional lev-
els. As in Table 2, results in Table 3 are
more systematic using TFP dispersion and
growth measures for high-tech industries.

Lastly, we consider whether there are
stronger relationships between entry and
dispersion growth for different parts of the
productivity distribution. For example, we
may expect to find larger effects of entry
among establishments above the median
if more productive establishments are able
to benefit more from innovations or if in-
novation induces entry of many establish-
ments with relatively similar productivity
levels. In Table 4, we present estimates of
the relationship between entry rates and
the dispersion growth for the 75–50 and
50–25 ranges of the productivity distribu-
tion. We focus on the TFP results for this
exercise.18 For high-tech industries, entry

17 The weaker results for LP are not inconsistent with the findings by Foster et al. (2021) who focused on LP
dispersion, growth, and firm entry. Foster et al. (2021) used four-digit NAICS data for the entire private sec-
tor, while the current article is restricted to the manufacturing sector. The primary value added of the current
paper is the use of TFP dispersion and growth measures at the detailed industry level within manufacturing.

18 Results for LP are presented in Online Appendix Table A5. Results using the 90–50 and 50–10 ranges for both
TFP and LP are presented in Online Appendix Table A6.
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Table 3: Productivity Growth, IQR Dispersion Growth, and Firm Entry Rates,
1997–2017

Labour Productivity Total Factor Productivity

Dispersion Productivity Dispersion Productivity
(1) (2) (3) (4)

Lag 1 Entry 0.90*** 0.31* -0.36 0.00
(0.31) (0.16) (0.39) (0.06)

Lag 2 Entry -0.43* -0.18 -0.35 -0.11
(0.25) (0.20) (0.41) (0.08)

Lag 3 Entry -0.24 -0.09 0.26 -0.02
(0.30) (0.16) (0.31) (0.07)

Lag 1 Entry x Tech -1.86 -0.78 1.63 -0.13
(1.29) (0.52) (1.85) (0.27)

Lag 2 Entry x Tech 1.41 0.82 -4.60** 0.34
(1.40) (0.75) (1.83) (0.37)

Lag 3 Entry x Tech 1.04 1.32** 2.22 0.92*
(0.65) (0.66) (1.59) (0.47)

Joint Hypothesis Tests:
Lag 1 Entry + Lag 1 Entry x Tech -0.96 -0.47 1.27 -0.13

(1.27) (0.50) (1.80) (0.27)
Lag 2 Entry + Lag 2 Entry x Tech 0.98 0.65 -4.95*** 0.23

(1.38) (0.72) (1.82) (0.36)
Lag 3 Entry + Lag 3 Entry x Tech 0.80 1.23* 2.48 0.90*

(0.63) (0.66) (1.54) (0.48)
Observations 860 860 860 860
R-squared 0.08 0.27 0.09 0.34

Note: Robust standard errors in parentheses are clustered at the industry level. Controls also include a
constant, period effects, and industry effects. *p < 0.10, **p < 0.05, *** p < 0.01.
Source: Authors’ tabulations based on BLS Industry Productivity Statistics, Dispersion Statistics on Pro-
ductivity, and Business Dynamics Statistics.

initially leads to an increase in dispersion
among both below- and above-median es-
tablishments, but the relationship is signif-
icant only for the lower part of the IQR
(50–25). However, dispersion falls signif-
icantly both below and above the median
in the second period but more dramatically
among more productive establishments. In
the third period, dispersion in the upper
part of the support increases significantly.
For non-tech industries, we find asymmet-
ric effects, with entry leading to lower dis-
persion in the 75–50 range, but higher dis-
persion in the 50–25 range three periods
later. Again, results are similar when we

consider the relationships between firm en-
try rates and dispersion growth. We inter-
pret these results as providing suggestive
evidence that entry yields not only changes
in overall dispersion but also changes in the
shape of the dispersion.

In closing this section, it is instructive
to observe that underlying the dynamic re-
lationships we have uncovered are highly
persistent processes. Productivity (LP and
TFP), dispersion (LP and TFP), and en-
try levels all exhibit substantial persistence
within industries.19 Our findings highlight
that these persistent processes relate to
each other in complex and interesting ways.

19 The average AR1 coefficient for LP (TFP) productivity levels is 0.61 (0.54) for high-tech industries and 0.57
(0.45) for non-tech industries. The average AR1 coefficient for LP (TFP) dispersion levels is 0.42 (0.23)
for high-tech industries and 0.30 (0.36) for non-tech industries. The average AR1 coefficient for entry rates
for establishments is 0.61 for high-tech industries and 0.56 for non-tech industries. Table A7 in the Online
Appendix presents estimates from an AR1 model for establishment entry for each manufacturing industry.
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Table 4: 75–50 and 50–25 TFP Dispersion Growth and Entry Rates,
1997–2017

Establishment Entry Firm Entry

75–50 50–25 75–50 50–25
(1) (2) (3) (4)

Lag 1 Entry -0.39 0.50 -0.48 0.03
(0.53) (0.75) (0.40) (0.61)

Lag 2 Entry 0.11 -1.27 0.35 -1.34
(0.56) (0.79) (0.42) (0.91)

Lag 3 Entry -0.94* 0.97* -1.13** 1.23***
(0.49) (0.56) (0.48) (0.44)

Lag 1 Entry + Lag 1 Entry x Tech 3.34 3.04 1.45 1.85
(2.22) (1.86) (1.56) (2.00)

Lag 2 Entry + Lag 2 Entry x Tech -7.20*** -1.54 -9.75*** -0.30
(2.72) (1.50) (3.31) (2.30)

Lag 3 Entry + Lag 3 Entry x Tech 4.51*** -1.02 7.67*** -0.83
(1.69) (1.66) (1.90) (1.38)

Joint hypothesis tests:
Lag 1 Entry + Lag 1 Entry x Tech 2.95 3.54** 0.97 1.88

(2.20) (1.76) (1.54) (1.95)
Lag 2 Entry + Lag 2 Entry x Tech -7.09*** -2.80** -9.41*** -1.64

(2.69) (1.36) (3.30) (2.14)
Lag 3 Entry + Lag 3 Entry x Tech 3.57** -0.05 6.54*** 0.41

(1.65) (1.61) (1.79) (1.35)
Observations 859 859 859 859
R-squared 0.10 0.08 0.12 0.08

Note: One observation is missing for the TFP regressions because the productivity levels
at the different points in the distribution were the same in one period, and thus the percent
change was undefined. Robust standard errors in parentheses are clustered at the industry
level. Controls include a constant, period effects, and industry effects. * p < 0.10, ** p <
0.05, *** p < 0.01.
Source: Authors’ tabulations based on BLS Industry Productivity Statistics, Dispersion
Statistics on Productivity, and Business Dynamics Statistics.

We regard our findings as suggestive
rather than definitive. Gort and Klepper
(1982) examine lags over many years using
business registry data that tracked enter-
ing, exiting, and continuing firms after 46
specific product innovations (e.g. electric
shavers or windshield wipers). They found
long and varying lags in the responses to
innovations, but they did not relate these
dynamics to either productivity dispersion
or growth, which we explore in this arti-
cle. We have imposed a relatively simple
lag structure to investigate the timing of
the relationships between entry, productiv-
ity dispersion growth (a proxy for experi-
mentation), and productivity growth. Ex-

ploring the long and variable lags from the
suggestive evidence in Gort and Klepper
(1982) from business registry data will re-
quire longer time series and likely a more
disaggregated analysis.20

Conclusion
This article uses novel detailed industry-

level data on TFP and LP dispersion in es-
tablishment level productivity levels from
the DiSP along with new measures of estab-
lishment and firm entry rates from the BDS
to examine the relationships between pro-
ductivity growth, productivity dispersion
growth, and entry for U.S. manufacturing
industries. We test the hypothesis that pe-

20 Given these issues, generating cumulative effects from Tables 2 and 3 would be incomplete. We also note that
because we used standard growth rates, the cumulative effect is not the simple sum of the lagged effects.
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riods of innovative activity in an industry
are initially associated with a surge in en-
try of new firms or establishments that is
followed by an increase in experimentation
that leads to rising within-industry disper-
sion with potentially declining productiv-
ity growth. Under this hypothesis, there
is then a shakeout process, where the suc-
cessful businesses grow and thrive while the
unsuccessful ones exit, causing productiv-
ity dispersion to decline and productivity
growth to rise.

We find the strongest support for this
hypothesis using the high-tech industries
and measures of TFP dispersion and TFP
growth. An increase in entry rates is ini-
tially associated with an increase in TFP
dispersion and a decline in TFP productiv-
ity growth for high-tech industries. This is
followed in subsequent periods by a decline
in TFP dispersion and an increase in TFP
growth for high-tech industries (especially
relative to TFP growth for non-tech indus-
tries).

Overall, these results lend support to
the hypothesis that rising within-industry
dispersion at least partly reflects innova-
tion and experimentation. Future work
using the restricted-use micro-productivity
data could explore the reasons we ob-
serve a stronger relationship between en-
try and productivity dispersion for the up-
per half of the productivity distribution.
Future research using the restricted-use
micro-productivity data could also explore
whether high entry increases dispersion be-
cause the new establishments are more dis-
perse than the existing ones or they change

the productivity levels of the incumbent
firms. A more disaggregated analysis, such
as at the 6-digit NAICS level or detailed
product class, would also permit greater
flexibility in exploring the variable lags in
the entry, experimentation, and productiv-
ity growth dynamics suggested by Gort and
Klepper (1982). Finally, it would be inter-
esting to explore how measures of innova-
tion such as patenting relate to dispersion
and productivity growth.21

Given the recent trend of low entry rates
prior to the pandemic, we may expect to
see slower productivity growth in the years
to come. However, the surge in new busi-
ness applications in the second half of 2020
and the first three quarters of 2021 suggests
the possibility of a new round of productiv-
ity growth (Dinlersoz, Dunne, Haltiwanger,
and Penciakova, 2021; Haltiwanger, 2021).

References
Bartelsman, E.J. and M. Doms (2000) “Under-

standing Productivity: Lessons from Longitu-
dinal Microdata,” Journal of Economic Litera-
ture, Vol. 38, No. 3, pp. 569–594.

Brill, M., Chansky, B., and J. Kim (2018) “Multi-
factor Productivity Slowdown in U.S. Manufac-
turing,” Monthly Labor Review, July, pp. 1–15.

Bureau of Labor Statistics, U.S. Department of
Labor (2020) “Industry Productivity Statis-
tics,” https://www.bls.gov/lpc/tables_by_s
ector_and_industry.htm.

Bureau of Labor Statistics, U.S. Department of
Labor and the Census Bureau, U.S. Depart-
ment of Commerce (2020) “Dispersion Statis-
tics on Productivity,” https://www.bls.gov/
lpc/productivity-dispersion.htm and https:
//www.census.gov/disp.

Census Bureau, U.S. Department of Commerce
(2020) “Business Dynamics Statistics,” https:
//www.census.gov/data/datasets/time-series
/econ/bds/bds-datasets.html.

21 Goldschlag and Perlman (2017) describe new measures of innovative activity planned for the BDS.

INTERNATIONAL PRODUCTIVITY MONITOR 151

https://www.bls.gov/lpc/tables_by_sector_and_industry.htm
https://www.bls.gov/lpc/tables_by_sector_and_industry.htm
https://www.bls.gov/lpc/productivity-dispersion.htm
https://www.bls.gov/lpc/productivity-dispersion.htm
https://www.census.gov/disp
https://www.census.gov/disp
https://www.census.gov/data/datasets/time-series/econ/bds/bds-datasets.html
https://www.census.gov/data/datasets/time-series/econ/bds/bds-datasets.html
https://www.census.gov/data/datasets/time-series/econ/bds/bds-datasets.html


Cunningham, C., Foster, L., Grim, C., Halti-
wanger, J., Pabilonia, S. W., Stewart, J. and
Z. Wolf (2021) “Dispersion in Dispersion: Mea-
suring Establishment Level Differences in Pro-
ductivity,” IZA Discussion Paper, No. 14459.

Decker, R., Haltiwanger, J., Jarmin, R. S. and J.
Miranda (2020) “Changing Business Dynamism
and Productivity: Shocks vs. Responsiveness,”
American Economic Review, Vol. 100, No. 12,
pp. 3952–3990.

Dinlersoz, E., Dunne, T., Haltiwanger, J. and V.
Penciakova (2021) “Business Formation: A Tale
of Two Recessions,” American Economic Review
Papers and Proceedings, Vol. 111, pp. 253–257.

Foster, L., Grim, C., Haltiwanger, J., and Z.
Wolf (2021) “Innovation, Productivity Disper-
sion, and Productivity Growth.” in Measuring
and Accounting for Innovation in the 21st Cen-
tury, edited by Carol Corrado, Jonathan Haskel,
Javier Miranda, and Daniel Sichel, pp. 103–36,
Chicago: University of Chicago Press.

Goldschlag, N. and E.R. Perlman (2017) “Busi-
ness Dynamics Statistics of Innovative Firms,”
Center for Economic Studies Discussion Paper
No. 17-72.

Haltiwanger, J. (2021) “Entrepreneurship during
the COVID-19 Pandemic: Evidence from the
Business Formation Statistics,” NBER Working
Paper, No. 28912.

Gort, M. and S. Klepper (1982) “Time Paths
in the Diffusion of Product Innovations,” Eco-
nomic Journal, Vol. 92, No. 367, pp. 630–653.

Jovanovic, B (1982) "Selection and the Evolution
of Industry," Econometrica, Vol. 50, May, pp.
649–670.

Kovarik, T. and J. Varghese (2019) “Intrasectoral
Transactions: The Most Important Productiv-
ity Statistic You’ve Never Heard of,” Monthly
Labor Review, September.

Syverson, C (2011) “What Determines Productiv-
ity?” Journal of Economic Literature, Vol. 49,
No. 2, pp. 326–365.

Wolf, M. and D. Terrell (2016) “The High-Tech In-
dustry, What Is It and Why It Matters to Our
Economic Future,” Beyond the Numbers: Em-
ployment and Unemployment, Vol. 5, No. 8,
U.S. Bureau of Labor Statistics, May 2016.

152 NUMBER 41, Fall 2021



Response to Review Article by
Bert Balk on Measurement of
Productivity and Efficiency:
Theory and Practice

Robin C. Sickles
Rice University

Valentin Zelenyuk
University of Queensland1

We would like to thank the Editors
of the International Productivity Monitor
(IPM), and Andrew Sharpe in particular,
for commissioning a review article of our
book, Measurement of Productivity and Ef-
ficiency: Theory and Practice (Sickles and
Zelenyuk, 2019), which appeared in the
Spring 2021 issue of the IPM. It is a great
honour for us and we are very apprecia-
tive for this opportunity to reach out to the
wide audience of the IPM. We also would
like to wholeheartedly thank Professor Bert
Balk for undertaking this challenging task.

The reading of Professor’s Balk review
article (Balk, 2021) was for us quite remi-
niscent of the challenges we had while writ-
ing the book itself. Indeed, in the pro-
cess we recognized early on that to write
a good chapter for a book takes about half
a year or so, and writing two such chapters
roughly doubles the time (under constant

returns to scale), not to mention the ex-
tra time to interconnect them. As combi-
natorial math tells us, the complexity of
the interconnections among the chapters
increases dramatically with the number of
chapters. And, to be frank, our initial goal
of combining the 17 chapters spanning sev-
eral major fields (with many sub-fields) in
the area of productivity and efficiency anal-
ysis was not achieved at the level of perfec-
tion we had hoped. In such a dynamic field
one is always trying to catch up to a fast
moving target of advances in theory and
statistical methods.

Our focus on completeness and coverage
of such a broad topic as productivity and
efficiency was the reason the book grew to
over 800 pages, which was about double
what the publisher agreed to initially. Ed-
itorial oversight required us to cut or con-
dense some of the topics and we apologize

1 Robin Sickles is Reginald Henry Hargrove Chair of Economics Emeritus, Department of Economics, Rice Uni-
versity, Valentin Zelenyuk is ARC Future Fellow and Professor, School of Economics and Centre for Efficiency
and Productivity Analysis, University of Queensland, Emails: rsickles@rice.edu and v.zelenyuk@uq.edu.au.
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to the readers, including Professor Balk, if
something they wanted to see is not there.

This also led to a reduction in citations
in the author index counts for several lead-
ers in the field of productivity and effi-
ciency, such as Knox Lovell and Shawna
Grosskopf, among others. Due to the pub-
lisher’s policy, for citations where only one
author is mentioned and the other authors
are hidden under “et al.”, it is only the
first author who is included in the author
index for such citations. Alphabetizing
co-authored works in economics, the com-
mon tradition, does have its costs. In fact,
we tried to convince the publisher that it
would be fairer to mention all co-authors in
the author index but they did not modify
their editorial policy.

Professor Balk (2021:139) opines that:
“For the first part, especially
Chapters 1-7, I am not so cer-
tain that there has been much
progress. A global compari-
son with Balk (1998) reveals
that theoretical differences are
almost negligible.”

With all respect to the book of Balk
(1998), which we find as a very useful
source for ourselves, we also find a substan-
tial amount of material we cover in Chapter
1 through 7 to be very different (and the
difference is far from negligible) from ma-
terial in Balk (1998). Because these seven
chapters contain a bit more than 40 per
cent of our book, we feel obliged to clarify
and thank the IPM Editors for giving us
the right and the opportunity to respond
to Professor Balk’s review.

It is important to clarify that the top-
ics covered in Chapters 1-7 (as well as oth-
ers) are not unique either to our book or to

Balk (1998), simply because they are the
foundational material that is expected to
be covered in any graduate level textbook
for this field. Indeed, without such mate-
rial it would be hard or even infeasible to
follow much of the rest of the book. We
also note that the similarity of this ma-
terial in both books is likely due to both
in part following the classic book of Färe
and Primont (1995), who in turn followed
Shephard (1953, 1970), as we all did, ac-
knowledging it at many places. Even given
this, we have a lot of new material in those
seven chapters. Moreover, the classic ma-
terial is cast in different perspectives and
with different emphases than in the other
books. To make our explanations brief, we
will focus on just a few examples.

In regard to Chapter 1, its distinctive
feature is in the much deeper coverage
of the axioms of production theory and
how these reflect in properties of distance
functions, while the distinctive feature of
Chapter 2 is to cover duality for produc-
tion theory in much greater detail than
Balk (1998). For Chapter 3, one of the
important distinctions from Balk (1998)
is that it covers many types of efficiency
measures that were not even mentioned in
Balk (1998), e.g., hyperbolic - type mea-
sures, additive and multiplicative Russell-
type measures, slack-based efficiency mea-
sures, etc. We also discussed their advan-
tages, caveats and practical issues. Chap-
ter 3 also presents a comprehensive dis-
cussion of axioms for the efficiency mea-
sures — material based on the stream of
literature in the Journal of Economic The-
ory, started by Färe and Lovell (1978)
and followed up by Zieschang (1984), Bol
(1986), Russell (1990), Dmitruk and Ko-
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shevoy (1991), among others, which we
think is far from negligible. Another impor-
tant distinction of Chapter 3 is the coverage
of the most general profit efficiency frame-
work developed most recently, by Färe et
al. (2019), which unifies the previous devel-
opments by including other efficiency mea-
sures as special cases of this general mea-
surement framework.

Chapter 4 and Chapter 7 — on index
numbers are perhaps the closest to mate-
rial covered in Balk (1998), which is natu-
ral because Professor Balk is undoubtedly
one of the best experts on those topics in
the world. Yet, even here, besides present-
ing the material in somewhat different per-
spectives, we have included new and im-
portant material that was discovered after
1998. We invite the readers to explore this
new material.

The material we covered in Chapter 5
— on Aggregation is completely different
from Balk (1998) and, to our knowledge,
provides novel and the most comprehen-
sive coverage of that topic. Here it is worth
noting that Professor Balk is correct that
we have omitted the topic of reallocation
of resources in the context of aggregation.
We do mention it in passing, in Sections
5.6 and 5.7. Chapter 5 is already quite
long and extending it to cover ‘reallocation’
would require yet another chapter. Such a
chapter in fact appeared a few months after
our book, as Mayer and Zelenyuk(2019).

Finally, the material covered in Chap-
ter 6 — on Functional Forms—also has a
very different level of detail and coverage
than what has appeared in earlier books,
whether Balk (1998) or Färe and Primont
(1995) or any other of which we are aware.

In summary, based on our accounting,

on the order of 50 per cent of the material
in our Chapters 1-7 is new to Balk (1998).
One could, of course, still claim that this
new material we synthesize there (which is
based on the leading journals that publish
in this field, such as Journal of Economic
Theory, Journal of Econometrics, Opera-
tions Research, etc.) is “almost negligible”.
In our opinion, it is very important, al-
though we leave it to the reader to evaluate
how well we have discussed these previous
works and their theoretical and empirical
contributions.

We would like to use the rest of this re-
ponse to point out some new and interest-
ing publications that came out recently, as
well as some that are in the pipeline. Two
of these are the recent handbooks edited
by Ray, Chambers and Kumbhakar (2020)
and ten Raa and Greene (2019). Both
have a great collection of many chapters
from many giants of the field. To some ex-
tent these books overlap in coverage with
each other and other works (including our
book), which is natural. Yet often they cast
those same topics (among others) at differ-
ent angles or different degree of detail and
so, we think, both deserve special attention
on their own. We also hope these books will
be reviewed in the International Productiv-
ity Monitor soon.

Two books we are eagerly looking for-
ward to see are by Kumbhakar and Parme-
ter (under contract with Cambridge Uni-
versity Press) that focuses on Stochastic
Frontier Analysis and by Simar and Wil-
son that focuses on statistical aspects of
DEA. We also hope these two books will
be reviewed by the IPM, along with other
reviews, and this will help the readers nav-
igate in the expanding and enriching liter-
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ature in the field of productivity and effi-
ciency analysis.

Again, we thank Professor Bert Balk
for dedicating his efforts for reviewing our
book and to the editors of IPM to publish
it and for the opportunity to respond.

Last, yet not least, we believe that for
any book, there is still always room for im-
provements—at least because the knowl-
edge discoveries go on and thus material
can become dated. Hence, we enthusi-
astically encourage productivity scholars
to continue developing new and refining
old theoretical and empirical approaches to
the measurement of productivity and effi-
ciency. Indeed, as the famous wisdom says
(usually attributed to business consulting
guru Peter Drucker):

“If you can’t measure it, you
can’t improve it.”

Given the challenges facing the world
economy, improvements in living condi-
tions in the world by way of shared pro-
ductivity growth can only be realized when
its measurement has been adequately as-
sessed. Ultimately, that is the purpose of
our book.
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